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PREFACE

This book is an introduction to symbolic logic. The primary goal is to
teach the basics of symbolic logic (propositional and predicate logic). By
the end of this book, you will know (1) what an argument is, (2) some
criteria for makes a good argument, (3) what it means for a conclusion
to "follow from" its premises, (4) how to test when a conclusion follows
from its premises, and (5) how to prove that a conclusion follows from its
premises. You will know this with respect to the English language, but
also with respect to two different logical languages and (6) you will know
how to translate English arguments into these logical languages.

Who is this book for?

In deciding whether this book is worth your time, it is important to know
the target audience for this text and how the text presents the material.

First, the primary audience for this book are those who know nothing
about logic but want to learn the basics of symbolic logic. As such, it is
an ideal textbook for a first course in logic or for those who have taken a
logic course but who want to review the basics. I’ve written the text with
undergraduate with a limited mathematical background in mind.

Second, the book is written in a way that (I hope) makes it easier to learn
logic outside of the classroom setting. The textbook material is delivered
in bite-sized chunks followed by exercises. While this approach is not
novel, this text makes a concerted effort to make these chunks smaller than
other texts. In other words, exercises are more dispersed throughout the
text than in other texts. I'm hoping that this approach gives instructors
teaching from the text more flexibility in terms of where to start and stop
their courses and a greater opportunity to assess student understanding
in the classrooom. In addition, I'm hoping that this approach allows
students and those learning on their own the opportunity to periodically
check their understanding of the material and to take breaks when needed.

Finally, it is worth noting that this book is not intended to be a compre-
hensive introduction to all aspects of logic as it does not cover topics like
informal fallacies, modal logic, metatheory, or axiom systems. As such,
this text would not be ideal for a critical thinking course or a course in
mathematical logic.
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Structure of the book

The book begins with an introductory chapter that orients the reader
to the study of logic. Part I contends that the goal of logic is to sort
arguments into two types: good arguments and bad arguments. In order
to come close to achieving this goal, many hurdles must be overcome.
The first hurdle is to define what it means to be an argument. Chapter 1
thus defines what an argument is and distinguishes arguments from other
types of discourse. The second hurdle is to define what it means for an
argument to be good. Chapter 1 then introduces three criteria for a "good
argument" and then focuses on one of these criteria for the remainder of
the book: validity. Finally, the third hurdle is that it is one thing to know
what a good argument is, but it is another thing to be able to identify
or construct good arguments. The chapter concludes with a discussion of
informal methods for identifying valid arguments and limitations in these
methods.

From here, the book is divided into two parts. In Part I, the language
of propositional logic is introduced. In Chapter 2, the symbols, syntax,
and semantics are articulated. It concludes with a discussion of how to
translate English sentences into propositional logic. In Chapters 3 and 4,
truth tables and truth trees are presented as methods for testing sets of
wifs for logical properties. In Chapter 5, the concept of a proof system
is introduced and a natural deduction proof system is presented. In my
experience, students tend to struggle with proofs and so there are many
examples and exercises to help students master this skill.

Part II of the text turns to predicate logic. This part has a similar struc-
ture to Part I. In Chapter 6, the formal language of predicate logic is
introduced. In Chapter 7, truth trees are articulated and in Chapter 8,
the proof system for propositional logic is presented.

Those with limited time or not wishing to read the book cover to cover
might still profit from this book by reading chapters in a specific order.
Three different courses of reading are provided in the diagram below (al-
though other paths are possibe):

chl — ch2 — ch3 —— ch5 — ch6 —— ch8 — ch9 — ch10

p

chd —— ch7

T ¢h9 - ¢ch10

ch9
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The top path skips Chapter 4 and 7, which deal with propositional and
predicate logic truth tress. The middle path skips propositional and predi-
cate logic proofs. Finally, the bottom path skips propositional logic proofs
and the entire discussion of predicate logic (Chapters 6-8). While the more
advanced Chapters 8 and 9 contain elements of both trees and proofs, one
may still profit from several sections in these chapters even if one skips
discussions of trees and proofs.

About the website

Supplemental material for this book can be found at my website (www.da
vidagler.com) and on my YouTube Channel (https://www.youtube.
com/LogicPhilosophy). On the website, you can find course handouts,
lecture slides, sample exams, and supplemental materials not included
in this text. On my YouTube channel, you can find roughly 75 videos
that cover the material in this book. The videos are organized into three
playlists. The first covers propositional logic, the second covers predicate
logic, and the third covers both propositional and predicate logic. The
videos are also useful for students who are learning remotely, absent from
class, or want to learn at a different pace than the rest of the class.
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INTRODUCTION TO LOGIC

1.1 WHAT IS LOGIC?

In our day to day lives, we find ourselves arguing with other people. Some-
times we want someone to believe something that they don’t currently
believe. Other people are no different. They wish to convince us of some-
thing and so they use various tactics to get our assent. Sometimes we find
their tactics convincing, other times we are unpersuaded, and other times
we are unsure what we should think.

Often times we think that the way to get someone to believe what we
believe is by giving them reasons to accept what we accept. We take
ourselves to be reasonable people. At least for many of the propositions
we believe, we take these propositions to be true not merely because we
believe them but because (i) we have ezcellent reasons for those beliefs and
(ii) those excellent reasons support the beliefs in question. And, insofar as
we take other people to be reasonable like ourselves, we will often convey
those excellent reasons in support of a belief to these people. We do this
in the hopes that they recognize that not only the reasons as excellent
but also that the argument has some particular quality to it that makes
it worth accepting.

In addition to putting forward reasons, we also criticize other people’s
arguments. When we do this, we either take the reasons they put forward
in support of their argument to be false or we point out that even if the
reasons they have were true, this doesn’t mean one ought to rationally
accept the conclusion in question. That is, we think that their argument
has some particular feature (or features) that make it flawed.

The primary goal of logic is to separate good arguments and bad argu-
ments. Doing this requires a variety of other subgoals, e.g., defining what
an argument is, what it means for an argument to be good (or bad),
methods for identifying good versus bad arguments, and methods for con-
structing good arguments.

Definition 1.1.1: Logic

Logic is a science that to separate good and bad arguments.

In the remainder of this chapter, we will focus on three of these subgoals.
First, we will define what an argument is and how to identify arguments.

3
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Figure 1.1: Logic aims to identify good arguments

Second, we will develop a preliminary account of what it means for an
argument to be good or bad. Third, we will outline two methods for
identifying good and bad arguments.

To begin, in formulating criteria for good and bad arguments, the fo-
cus of logic is on arguments, not on arguing. Arguing and arguments
differ in many important ways. Arguing is a broader, more complex phe-
nomena that often, although not always, includes arguments. When we
argue, it is often directed at some other person (our friends, family, or
strangers), it can involve yelling, the rolling of our eyes in disbelief, or
some other gesture. In contrast, an “argument” is a sequence of sentences
(called “propositions”) where some proposition (called the “conclusion”)
is represented as following from another set of propositions (called the
“premises”).

s ~

Definition 1.1.2: Argument

An argument is a series of propositions in which a certain propo-
sition (the conclusion) is represented as following from another set
of propositions (the premises or assumptions).

One way to think about the concept of an argument is that an argument
is an abstraction from what goes on when people argue. It is a selection
of part of what goes on when people are arguing. That is, part of what
people do (or at least aim to do) when they argue is to utter sentences that
support some other sentence. In doing this, they put forward arguments.

1.1.1 Propositions

The definition of an argument contains a number of terms that need clar-
ification. First, an argument is a series of propositions. What is a propo-
sition?



Definition 1.1.3: Proposition

A proposition is something that is typically expressed by a sentence
that is capable of being true or false.

\. J

Let’s consider some examples of sentences that do express propositions
and those that do not. First, consider the following sentences:

1. The sky is blue.
2. Tek is 6°0 tall.
3. If there are three cookies, then one cookie is missing.

Each of the above sentences express something that can be true or false.
In contrast, consider the following items that do not express propositions:

1. A rock on the ground
2. The blueness in Tek’s shirt
3. The sentence: do you have any water?

Notice that the rock (which is an object) may exist in the world but it
is not something that is true or false. If Liz were to say "the rock is on
the ground", then this sentence (since it expresses something that can be
true or false) is a proposition. Similarly, the property of being blue may
be in Tek’s shirt, but the blueness itself (as a property) does not express
a proposition. Finally, not all sentences express propositions since while
it may make sense to answer "yes" or 'no" to the quesiton of whether you
have water, this type of sentence does not express content that can be
true or false.

1.1.1.1 Identifying propositions

With a definition of a proposition along with a few examples in place, it
would be helpful if there were a method for identifying propositions. In
this subsection, two informal methods are presented: the naturalness test

and the cognitive attitude test.
Naturalness test
Cognitive attitude test

There are at least two ways to pick out sentences that express propositions. Naturalness test
First, there is the "naturalness test". To use the naturalness test, imagine a

Sentence?
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Cognitive Attitude Test

scenario where someone utters the sentence S and another person responds
"True" or "False". If the response sounds "natural", then there is evidence
that S expresses a proposition. While the notion of something "sounding
natural" is a vague notion, we can take it to mean that a native speaker
of the language in which the sentence is uttered will judge it to be an
acceptable response.

Let’s consider two examples. First, consider the sentence "the sky is
green'. Now suppose Tek utters this sentence and Liz responds "False"
or "That is false". This response is natural and so there is evidence that
"the sky is green". Second, imagine that Tek utters "where is the nearest
gas station?" to Liz and Liz responds "False". This is a strange response.
Liz would say that it does not make sense to respond in this way. Given
Liz’s judgment, we have reason to believe that "where is the nearest gas
station does not express a proposition?"

The second test is the "cognitive attitude test". There are a variety of
mental and emotional attitudes we may have toward things in the world
or our minds. Suppose Tek just saw a new movie. Tek may hate the move
or love it or be indifferent about it. A cognitive attitude is a mental or
intellectual attitude that someone has toward something. Such attitudes
have some relation (explicitly or implicitly) to a person’s belief about
the world. For example, most explicitly, Tek can believe he saw some
specific movie. Alternatively, Tek might doubt he saw some specific movie
ten years ago. Attitudes like belief, doubt, knowing are all examples of
cognitive attitudes.

With cognitive attitudes in mind, suppose we have a sentence S and we
want to determine if S expresses a proposition. To test, we place it to the
right of (1) a phrase that expresses a cognitive attitude and (2) the word
"that". For example,

e Tek believes that S.
e Tek knows that S.
e Tek doubts that S.

If it makes sense to make S the object of a propositional attitude, then
S likely expresses a proposition. To use a concrete example, suppose the
sentence is "The sky is green'.

o Tek believes that the sky is green.
e Tek knows that the sky is green.
e Tek doubts that the sky is green.



Since "the sky is green" can be the object of a propositional attitude, there
is good reason to believe that "the sky is green" expresses a proposition.

Finally, it is important to stress that not every sentence expresses a propo-
sitions. In general, questions (interrogatives), exclamatory sentences, and
commands (imperatives) do not express propositions since the content
they express is incapable of being true or false. For example, consider the
following sentences:

e Questions: Who has my money? Where am I? Is John tall?
o Exclamations: Woah! Yikes! Congratulations!
e Commands: Close the door. Get out of here.

In the case of questions, it seems unnatural to respond "True" to the
question of "Who has my money?" The right sort of response is to give
the name of the person who has the speaker’s money or to say that you
don’t know. Similarly, applying the cognitive attitude test to the question
"Who has my money?" does not make sense. Doing so would give us
"Tek believes who has my money" which is not a natural utterance and is
ungrammatical. The same is true for both exclamations and commands.
Responding "true" or "false" to these sentences or applying the cognitive
attitude test yields a strange result.

FEzercise 1.1

Identify Propositions. For the following sentences, state which ex-
press propositions and which do not express not propositions. If
necessarily, use the naturalness and cognitive attitude test.

1. Be a yardstick of quality.
Let’s Go Pens!
How may I help you?
Let the dog out.
In a fixed rate par bond, the issuer issues the bond at par
value.
Brandon has Finance 301 at 11:15PM on Thursdays.
Recycling bins are blue.
Tek is eating a sandwich.
Mike goes to the University of Miami.
10. Billboards are a great way to advertise for your company.
11. Can you pass me the pepper?
12. Isaac Newton discovered gravity when he dropped a piano on

his brother’s head.

SOl SOt

© 0 N

Some additional proposi-
tions include: (1) John
is tall, (2) There are
10,234 trees in Paris, (3)
Socrates is mortal, and
(4) The earth is flat.



Propositions are abstract

Questions that express
propositions

Declaratory sentences
that do not express
propositions

Different sentences but
the same proposition

1.1.1.2  Some finer points involving propositions

With the definition of a proposition and some basic examples, let’s con-
sider some finer points about propositions.

First, we have defined a proposition as something that is capable of being
true or false. We have also claimed that it is what is typically expressed
by a sentence rather than the sentence itself. A proposition then is some-
thing like the meaning or content typically expressed by certain sentences.
As such, a proposition is something abstract as it is not the ink on the
page or the sound waves created by a person. Some individuals find talk
of abstract objects worrisome since they believe that the only things that
exist are things located in space and time (concrete things). These in-
dividuals might be inclined to define a proposition not as that which is
expressed by a sentence but the sentence itself (e.g., the ink on the page).

Second, in the previous section, it was noted that questions, exclamations,
and commands do not (in general) express propositions. However, the
situation is not so simple since there are some contexts where questions
do express propositions. For example, suppose you and your friend Tek
are having dinner. Your friend Tek tells you that he has joined a cult.
Tek begins to describe the belief system of his new cult, but you stop him
before he can continue. You utter "are you crazy?" On the surface, this
is a question and so, if questions fail to express propositions, then you
have not uttered a proposition. However, in this context (and in general)
this question is rhetorical. You are not asking Tek whether he is crazy
but instead telling Tek that he is crazy. Your utterance "are you crazy"
is expressing some content that is capable of being true or false. As such,
the sentence expresses a proposition.

Third, not only do some questions express propositions, but some sen-
tences that appear to be describing the world (and therefore expressing
propositions) are, on closer inspection, not expressing propositions. Here
is an example. Suppose you and Tek are having dinner at Tek’s home.
You insult Tek and are now in a heated argument. Angrily, Tek stands
up, points to the door, and says "there is the door." What is Tek saying?
On the surface, he is saying that there exists a door in the room and it is
the door that he is pointing at. But, as most people would rightly take
Tek to be commanding you to leave. Therefore, just because a sentence
is, on the surface, describing the world does not mean that it is expressing
a proposition.

Fourth, if the proposition is nothing more than the content expressed

8



by a sentence, and two different sentences can express the same content
(have the same meaning), then two different sentences can express the
same proposition. For example, the sentence "Tek loves Liz" and "Liz is
loved by Tek" express the same thing: some content that is capable of
being true or false. Therefore, they can be understood as expressing the
same proposition in two different ways. A similar point might be made
when the same content is expressed in two different languages. Take
the sentences "Tek quiere la chaqueta" (Tek wants the jacket) and "La
chaqueta es buscada por Tek" (The jacket is wanted by Tek). Although
these are two different sentences (one expressed in Spanish, the other in
English), given that they mean the same thing, they can be understood
as expressing the same proposition.

Fifth, different utterances of the same sentence can express different propo-
sitions. The meaning of a sentence often depends upon contextual factors
(who said it, when it was said, how it was said, etc.). For example, con-
sider how the following three different utterances of the same sentence "I
ate breakfast" express three different propositions.

1. “I ate breakfast” is uttered by John expresses the proposition John
ate breakfast

2. “I ate breakfast” is uttered by Liz expresses the proposition Liz ate
breakfast

3. “I ate breakfast” is uttered by Tek expresses the proposition Tek ate
breakfast

Since the meaning of "I ate breakfast" depends upon who uttered the
sentence (the speaker of the sentence), if the speaker changes, then the
proposition expressed by the sentence changes.

Sixth, one common mistake with respect to identifying whether something
expresses a proposition is thinking that the truth value of a proposition
is known. This is not correct for two reasons.

First, there are many sentences that are either true or false even though
no one knows whether they are true or false. For example, consider the
sentence "there are 250,304 trees in Morelia." Let’s suppose that no one
knows whether this is true or false. Even if that were the case, presumably
there is some fact of the matter about this sentence. That is, presumably
there is some precise number of trees in Morelia and this number either
makes this sentence true or false. Second, it is important to note that
the definition of a proposition says that it is something that is capable of
being true or false. What this means is that it is the type of thing that
could be assigned a truth value. Some sentences are capable of being true

9
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Propositions expressed by
things other than sen-
tences

Arguments have premises
and a conclusion

or false even if (1) no one knows whether they are true or false or (2) there
is no fact to the matter as to whether it is true or false. Take a sentence
about the future like "Tek will eat a sandwich tomorrow." Suppose that
we do not know whether Tek will eat a sandwich tomorrow. In addition,
suppose the world is indeterministic and so the present state of affairs
along with the physical laws of the universe do not determine whether
Tek will or won’t eat the sandwich. On our definition, this sentence is
capable of being true or false even if (1) we don’t know if it is true or false
and (2) there are no present facts fixing its truth value.

In other words, to know that a sentence expresses a proposition, you only
need to know that it can take a truth value, not what that truth value is.

Seventh, propositions are typically expressed by sentences, but depending
upon one’s conception of a sentence, it is possible that propositions can be
expressed by other means. If a sentence is understood as something that
can only be written or spoken, then propositions can also be expressed
through sign language. One step further than this is that propositions
can be expressed through gestures or other non-linguistic conventions.
For example, suppose that an artist has painted a landscape. They place
the painting on the wall and next to the painting they place a placard that
has an image of a hand with a finger pointing at the artist. Conventions
for hanging art along with the juxtaposition of the painting, the placard,
and the artist express that the artist is the creator of the painting.

FEzercise 1.2

Identify Propositions: For the following sentences, state which ex-
press propositions and which do not express not propositions.
1. God does not exist.
I know that God exists.
You are beautiful.
It is morally wrong to eat meat.
I bet you five dollars.

RPN

1.1.2 Some key ideas about arguments

There are a number of features of arguments. Let’s consider a few of these
features.

First, an argument is a series of propositions involving premises and a
conclusion. The terms “premises” and “conclusion” refer to the role cer-
tain propositions play in an argument. Intuitively, the “premises” or the

10



“premise” of an argument plays a supporting role in that they serve to
“support” or act as “evidence” or reasons for a conclusion. The “conclu-
sion” plays the role of proposition that is supported.

,- Premises

Argument - - - 3 Propositions - 7 }

e

AY
*» Conclusion

From the fact that an argument requires premises and a conclusion, a
second key point follows. This second point is that not every set of propo-
sitions is an argument. For example, consider the following collection of
propositions:

o The sky is blue.
e The sky is not blue.
o The sky is green.

In this example, while there is a set of propositions since the propositions
do not take the role of premises or conclusions, there is no argument. It
is a mere list of propositions. In other words, a description of events, a
work of fiction, a list of items you want from the grocery store, a diatribe
of insults all may contain propositions, but none are “arguments” since
the propositions do not take the role of premises or conclusions. Let’s
illustrate this second point with another example. Consider the following
passage that consists of propositions but is not an argument

Yesterday, I saw a little bunny. He was so white and fuzzy and
cute. I tried to walk up to him and pet him, but he cowered
in fear. Yes, I had just eaten a delicious piece of rabbit meat
not too long ago, but the little bunny did not know that.

In the above example, there is a story about a bunny. The story consists
of a series of propositions. The propositions are even ordered where one
proposition follows from another. However, the order is a temporal order
(first this happened, then this, then this) and so none of the propositions
take on the role of premise or conclusion. As such, the above passage is
not an argument.

A third point to make concerning arguments is that a passage of text
might contain an argument but not everything in that passage need be
either a premise or a conclusion. To put this crudely, a passage of text, a
speech, or the transcription from a debate may contain arguments but not
everything within text, speech, or transcription is part of an argument.
For example, consider that in everyday life people ask rhetorical questions,

11
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Argument indicators

utter exclamatory statements, or even issue commands in the course of
putting forward an argument. Such sentences, while present in the course
of putting forward an argument, are not part of the argument. Let’s
consider an example.

Does God exist? Now, listen closely! I first started thinking
about whether God exists when I was young. Surely, God does
not exist. If God did exist, then there would be no suffering
in the world. But, as a matter of fact, there is suffering in the
world. Therefore, God does not exist.

In the above example, notice that there are several features of the pre-
sentation of an argument that are not a part of the argument proper.
There is the initial question "Does God exist?", which does not express a
proposition. There is the imperative sentence "Now, listen closely!" which
does not express a proposition. And, finally, there is a proposition that
seemingly does not seem to serve as either a premise or a conclusion: the
proposition "I first started thinking about whether God exists when I was
young." In sum, not everything in the presentation of an argument is part
of an argument.

A fourth point concerning arguments is that an argument’s premises and
conclusions are sometimes (but not always) indicated by expressions called
“argument indicators”. Argument indicators are various words or expres-
sions that indicate that a premise or conclusion is being expressed.

Indicators of Premises Indicators of Conclusions
because ... , for, since, for therefore, hence, in conclu-
the reason that ... , is sup- sion, so, entails, implies that,
ported by ..., may (or can) be indicates, therefore, conse-
deduced from, ... is a reason, quently, we may (can) deduce
. suggests that, suggests ..., it follows
that ..,

Argument indicators are helpful not only for pointing out which propo-
sitions are premises and which are conclusions, but also help to indicate
that an argument is being expressed. For example, consider the following
two propositions:

The sky is blue. The sky is blue.

In this example, it does not appear there is an argument since neither
propositions appears to take the role of premise or conclusion. However,
contrast this with the following example:
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The sky is blue. Therefore, the sky is blue.

In this example, the word "therefore" prefixes the second "the sky is blue".
In making this addition, it is now clear (1) that the second instance of "the
sky is blue" is a conclusion and (2) that these two propositions together
form an argument.

A fifth point concerning arguments is the order in which the premises
and conclusion are presented typically does not play a role in determining
whether or not something is an argument. That is, an argument might be
presented in a passage of text (or in a speech) and the writer (speaker)
starts their argument by letting you know the point they are trying to
prove (their conclusion). For example, Tek may wish to argue that teach-
ing religious texts in schools funded by tax dollars ought to be illegal. He
might say the following:

We ought not let religious texts into public schools. I believe
this for at least two reasons. First, there are various religions
and so selecting one would be prejudicial to one religion over
another. Second, schools are funded by taxpayers and tax-
payers prefer other subjects take priority over the study of
religion (parents want their children to learn math, science,
and history).

Notice that the above passage begins with the conclusion and then pro-
ceeds to give reasons for that conclusion. However, Tek could have easily
began his argument by stating his two premises and concluded with his
conclusion. In sum,the order in which the premises and conclusion are
presented does not play a role in determining whether or not something
is an argument.

A sixth point concerning argument involves a common practice for pre-
senting arguments. It is common practice to take arguments and put them
in what is called "argument standard form". Argument standard form is a
conventional way of presenting arguments so that (1) the premises of the
argument are clearly distinguished from the argument’s conclusion and
(2) each premise is numbered. To illustrate, let’s consider the following
passage of text:

Have you heard of this great argument? All women are mortal.
Liz is a woman. Therefore, Liz is mortal.

To put this argument in argument standard form, we identify the propo-
sitions of the argument. These are the following:
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1. All women are mortal.
2. Liz is a woman.
3. Therefore, Liz is mortal.

The argument above is in argument standard form. Since the initial ques-
tion is not a proposition, we ignore it as it is not a part of the argument.
Next, we label and number the premises using "P" and label the conclusion
with "C":

e P1: All women are mortal.
e P2: Liz is a woman.
e C: Therefore, Liz is mortal.

Expressing arguments in argument standard form is helpful for several
reasons. First, it makes clear what features of a passage of text are part
of the argument and what part are filler. Second, it clearly distinguishes
the premises from the conclusion. Third, it can be helpful for better iden-
tifying problems with arguments. To illustrate this final point consider
the following argument:

e P1: Tek is guilty of fraud.
o P2: Tek signed the document without permission.
e (C: Tek is guilty of fraud.

Suppose you were trying to use the above argument to convince someone
that Tek is guilty of fraud. In examining the above argument, very few
people would be convinced that P1 provides an independent reason to
accept C as it is simply a restatement of the conclusion itself!

FEzercise 1.3

Identify Arguments: For the following sets of sentences, state which
express arguments and which do not express not arguments. If a
passage of text is an argument, try to put the argument in argument
standard form.

1. If Jimmy goes to school, he will get a good grade. His mom
would be really happy if Jimmy gets a good grade. Therefore,
Jimmy should go to school.

2. I really like elephants. They have super big ears and a really
long nose. What a cool animal!

3. Going to the doctor is hard enough but the cost of health care
is making it even harder. People got by before all these med-
ical advances. 1 wish health insurance was more affordable.
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4. You should read the review of the new restaurant that was
in the paper this morning. It had great information on the
types of food available. From the way it sounds, it could be
a pretty neat place. It also describes the environment pretty
well. Definitely check out the paper when you get a chance.

1.2 EVALUATING ARGUMENTS

Recall that logic is a science that aims to separate good arguments from
bad arguments.

. Good Arguments
Logic - ::
- Bad Arguments

In previous sections, we have clarified the definition of an argument and
various concepts upon which it depends. Now, it is worth considering
what makes an argument “good” or “bad”. Saying an argument is good
or bad involves an evaluation of the quality of an argument. If an argument
is good, then it meets certain standards or criteria. If it is bad, then it
fails to meet those standards. Much of the business then of logic involves
identifying and clarifying these standards.

Let’s begin by distinguishing two different types of criteria: subjective
and objective criteria.

_-» Objective Criteria
Logic - » Evaluation -<.
~~» Subjective Criteria

When we evaluate an argument using subjective criteria we judge whether
the argument is good or bad by appealing to some standard that involves
the relation of the argument to some subject. For example, if Tek says
an argument is good because he likes it, Tek is evaluating the argument
based on how the argument makes him feel (or how he feels about the
argument). Here how Tek feels is a subjective consideration used to eval-
uate the argument. Another example is that if we expect arguments to be
entertaining, then we evaluate whether the argument produces the right
type of response from me or others. Similarly, if we expect an argument
to be thought-provoking, then we might evaluate the argument as good
if it makes us consider things differently. For example, if an argument
against the reality of free will caused us to question whether we were
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free, we might evaluate the argument as "good" because we are rethinking
whether we are free.

In contrast to subjective criteria, when we use objective criteria to evaluate
the quality of an argument, we use judge whether the argument is good or
bad using features found in the argument itself. There are three objective
criteria used in evaluating arguments.

First, arguments are evaluated according to whether the propositions
(premises and conclusion) that compose the argument are true. If the
propositions that compose the argument are true, then the argument is
considered “good” in that particular sense. This type of evaluation of ar-
guments is an evaluation independent of the relation between the premises
and the conclusion. In short, each proposition of the argument is evalu-
ated independently for its truth or falsity. For the most part, we won’t
consider what makes a proposition true or false.

Second, arguments are often evaluated with respect to whether the premises
of the argument are relevantly related to their conclusion. Take the fol-
lowing argument:

e P1: Tek’s dog died.
e (C: Therefore, Tek owes Liz five dollars.

Let’s suppose that the death of Tek’s dog is completely unrelated to Tek
owing Liz five dollars. Let’s also suppose P1 and C are true. If we only
evaluated the quality of an argument based on whether it contained true
propositions, then the above argument would be a good argument. How-
ever, intuitively, since the truth of P1 has no relation to the truth of C,
we can rightly criticize the argument as being bad.

Third, arguments are evaluated according to whether the conclusion “fol-
lows from” the premises. For example, suppose Tek has a brown dog and
that dog is a collie. Now consider the following argument:

e P1: Tek’s dog is brown.
e C: Therefore, Tek’s dog is a collie.

Intuitively, while both P1 and C are true, the conclusion does not follow
from the premises. This is because just because Tek’s dog is brown does
not mean that Tek’s dog is automatically a collie. In contrast, consider
the following argument:

e P1: Tek’s dog is a collie.
e (C: Therefore, Tek has a dog.
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In the above example, the conclusion follows from the premises. From the
proposition that Tek has a specific type of dog (a collie), it follows that
Tek has a dog. While these two examples are straightforward, we might
wonder about what exactly it means for a conclusion to "follow from" the
premises. One of the major tasks of logic is to clarify the indeterminate
idea of a "conclusion following from its premises".

In this section, we considered two general ways of evaluating arguments.
First, we considered that arguments may be evaluated subjectively or
objectively. Second, we introduced three different ways that arguments
might be objectively evaluated. That is, three different objective stan-
dards that can be employed when saying an argument is a "good argu-
ment" or a "bad argument'. The three objective standards are (1) the
truth of the propositions, (2) the relevance of the premises to the conclu-
sion, and (3) the conclusion following from the premises.

r’>

C follows from P ‘

P is relevant to C ‘

?‘ Objective Evaluation }-(—)

\ 1

At

1
1

>

The Ps are True ‘

Subjective Evaluation ‘

As a final point, it is worth noting that we have gained some sophistication
with respect to saying an argument is "good" or "bad'. By introducing
three objective criteria for evaluating argument, we might sometimes avoid
saying that an argument is "wholly good" or "wholly bad" and instead opt
for saying the ways in which the argument is good and the ways in which
it is bad. For example, suppose an argument is such that the conclusion
follows from the premises. In this way, the argument meets one of the
objective standards for evaluating arguments. On this standard, the ar-
gument is good. However, if that same argument has false premises, then
it fails to meet one of the objective standards for evaluating arguments.
On this standard, the argument is bad. In this way, we might say that
the argument is "good" in one way and "bad" in another way. Or, suppose
an argument has all true propositions and its conclusion follows from the
premises, but the conclusion is not relevantly related to the conclusion.
In such a case, we might say that the argument is "good" in two ways and
"bad" in one way.
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1.2.1 Deductively Valid or Invalid

In the previous section, three objective standards were cited for evaluating
arguments. Let’s clarify one of these standards further. When saying that
a conclusion "follows from" the premises, it is not entirely clear what is
meant. One way to clarify this idea is by saying that a conclusion “follows
from” its premises when the argument is truth-preserving. Intuitively, an
argument is "truth-preserving" if and only if it preserves the truth of its
premises in its conclusion. So, in the case of a truth-preserving argument,
if the premises are true, the conclusion is true. Let’s clarify this idea
further in two different ways.

First, an argument can be truth-preserving in that it is impossible for
the premises to be true and the conclusion to be false. On this sense of
truth-preservation, if an argument is truth-preserving, it can never be the
case that the premises are true and the conclusion is false. So, necessarily,
if the premises are (in fact) true, then the conclusion is true. When an
argument is truth-preserving in this sense, the argument is said to be
deductively valid. In contrast, if an argument fails to be truth-preserving
in this sense (that is, it fails to be deductively valid), then the argument
is deductively invalid.

Second, an argument can be truth-preserving in that it is improbable for
the premises to be true and the conclusion to be false. On this sense of
truth-preservation, if an argument is truth-preserving, it is unlikely that
the premises of the argument are true and the conclusion false. So, it
is probably the case that if the premises are true, then the conclusion is
true. When an argument is truth-preserving in this sense, the argument
is said to be inductively strong. In contrast, if an argument fails to be
truth-preserving in this sense (that is, it fails to be inductively strong),
then the argument is inductively weak.

This text will focus on the former sense of truth preservation (deductive
validity) and not the latter (inductive strength). As noted, arguments are
“deductively valid” or “deductively invalid”. An argument is deductively
valid if and only if it is impossible for all of the premises of the argument
to be true and the conclusion of the argument to be false.

Definition 1.2.1: Deductive Validity

An argument is deductively valid if and only if it is impossible for
all of the premises to be true and the conclusion of the argument
to be false.
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If an argument is not deductively valid, then it is deductively invalid. An
argument is deductively invalid when it is possible for the premises to be
true and the conclusion false.

Definition 1.2.2: Deductive Invalidity

An argument is deductively invalid (not valid) if and only if it is
not deductively valid.

Before clarifying these definitions further, let’s consider some straightfor-
ward examples. First, consider the following argument:

e P1: All human beings are mortal.
e P2: Tek is a human being.
e (C: Therefore, Tek is mortal.

This argument is deductively valid since it is impossible for the premises
(P1 and P2) to be true and the conclusion false. Since we have refined
what it means for a conclusion to "follow from" the premises in terms of
deductive validity, we can also say that since the argument is deductively
valid, the conclusion (C) follows from the premises (P1 and P2). Now
let’s consider an example of a deductively invalid argument:

o P1: Tek is happy.
e P2: Sal is happy.
e C: Therefore, everyone is happy.

The above argument is deductively invalid. This is because it is not im-
possible for the premises to be true and the conclusion false. That is, it
1s possible for the premises to be true and the conclusion false. To illus-
trate, it is possible for Tek and Sal to be happy but not everyone to be
happy, e.g., suppose Liz is not happy. Similarly, we can say that since the
argument is deudctively invalid, the conclusion does not follow from the
premises.

FExercise 1.4

Consider whether the following arguments are deductively valid or
invalid.
1. Some people are friendly. Therefore, all people are friendly.
2. Some plants are not edible. This poison ivy is a plant. There-
fore, this poison ivy is edible.
3. All humans are dancers. All dancers are flexibile. Therefore,
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all humans are flexible.

4. Tt is not the case that all criminals deserve punishment. Tek
is a criminal. Therefore, Tek deserves punishment.

5. Some basketball players are millionaires. Some millionaires
drive fancy cars. Therefore, some basketball players drive
fancy cars.

1.2.1.1 Further clarifying deductive valdility

While the property of deductive validity refines the intuitive idea that
an argument’s conclusion follows from its premises, it nevertheless lacks
clarity in some respects and some individuals find the idea of deductive
validity confusing. Let’s focus our attention on the latter problem by
noting some features of deductively valid arguments and by considering
several examples.

First, deductive validity is a property of arguments rather than proposi-
tions, sentences, or points made in a discussion. In everyday speech, Tek
may say to Liz that some proposition or point she raised with respect to
a topic is a "valid point". In this case, Tek is using a different sentence
of validity. That is, Tek is saying that Liz’s point is "a good point" or
"a relevant point". Similarly, Liz may tell Tek that a proposition in some
argument he raises is a "valid proposition". In this case, Liz does not
mean "deductively valid" but instead means "true" or "correct" or "good"
proposition. As we have defined the term, "deductive validity" refers to
a property of arguments: it concerns the relation between the premises
and the conclusion. When an argument is truth-preserving in the sense
of it being impossible for all of the premises to be true and the conclusion
false, then the argument is deductively valid.

Second, except in one case, the actual truth and falsity of the propositions
that compose an argument are irrelevant to whether or not the argument
is valid. What matters instead is whether it is impossible or possible for
the premises to be true and the conclusion false. To illustrate that this
is the case, consider that an argument may be valid and its propositions
may take any of the following truth values:

1. false premises and a false conclusion
2. true premises and a true conclusion
3. false premises and a true conclusion
4. some true premises, some false premises, and a false conclusion
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5. some true premises, some false premises, and a true conclusion

Let’s consider some of these. First, an argument can be deductively valid
when all of the propositions that compose the argument are false. That

Deductively wvalid argu-
ment composed of all

is, just because an argument is deductively valid does not mean that its Jalse propositions

premises are true. Consider the following argument:

o P1: All pigs can fly.
e P2: David is a biological pig.
e (C: Therefore, David can fly.

In the above argument, P1 and P2 are false. Pigs cannot fly and David
(this is me) is not a biological pig. Nevertheless, the argument is valid.
Recall that validity concerns the relation between the premises and the
conclusion and whether or not it is possible for all of the premises to
be true and the conclusion is false. Consider what would be the case if
the premises (P1 and P2) were true. If the premises were true, then the
conclusion would also be true. That is, there is no possibility where the
premises are true and the conclusion is false, and so the argument is valid.

Not only are there valid arguments with all false propositions but there
are invalid arguments consisting of only true propositions. The point to
keep in mind is that just because an argument has all true premises does
not mean that the argument is valid. To illustrate, suppose it is a hot day.
In fact, it is 100 degrees today. Now consider the following argument:

e P1: Red is a color.
e (C: Therefore, it is a hundred degrees today.

In the argument above, P1 is true and C is true. However, the argument
is invalid. This is because it is possible for P1 to be true and C to be
false. That is, it is possible for "red is a color" to be true (because it is a
color) and "it is a hundred degrees today" to be false (it could have been
a different temperature while "red is a color" is true).

Next, let’s consider a valid argument that has false premises but a true
conclusion.

o P1: All cats have four legs.
e P2: Danny is my cat.
e (C: Therefore, Danny has four legs.

In this example, P1 and P2 are false. Some cats do not have four legs, so
P1 is false. In addition, my neighbor’s cat (who is named "Danny") is not
my cat, so P2 is false. Finally, the conclusion is true: Danny has all four

21

Deductively invalid argu-
ment composed of all true
propositions



legs. In determining whether this argument is valid or invalid, notice that
it is impossible for P1 and P2 to be true and C to be false. That is, it is
impossible for all cats to have four legs, for Danny to be my cat, and for
Danny to not have four legs. So, the above argument (that has two false
premises and a false conclusion) is valid.

Let’s consider one more example. Let’s consider an argument that has
some true premises, some false premises, and a true conclusion.

o P1: Tek is allergic to all cats.
e P2: Danny is my cat.
e (C: Therefore, Tek is allergic to my cat.

First, let’s suppose that Tek is allergic to every cat. Second, suppose that
"Danny is my cat" is false (Danny is my neighbor’s cat). Finally, suppose
that it is true that Tek is allergic to my cat. In this case, P1 is true, P2
is false, and C is true. In determining whether this argument is valid or
invalid, notice that it is impossible for P1 and P2 to be true and C to be
false. It must be the case that if Tek is allergic to all cats and Danny is
my cat (contrary to what is actually the case), then Tek is allergic to my
cat. That is, it is impossible for P1 and P2 to be true and C to be false.
Therefore, the above argument is valid.

FEzercise 1.5

1. Create a valid argument in standard form.

2. Create an invalid argument in standard form.

3. Create an argument that has all true premises and a true
conclusion but is invalid.

4. Create an argument that has all false premises and a false
conclusion but is valid.

5. Create an argument that has some true premises, some false
premises, and a false conclusion but is valid.

6. Suppose an argument has a conclusion that cannot be false.
Is the argument valid or invalid? Explain.

7. Suppose an argument has premises that cannot be false. Is
the argument valid or invalid? Explain.

1.2.2  Sound Arguments

Logic is concerned with determining which arguments are good and which
arguments are bad. We mentioned that there are three objective criteria

22



for making this separation. These criteria can be formulated in terms of
three questions:

1. Are the propositions in the argument true?
2. Are the premises relevant to the conclusion?
3. Does the conclusion follow from the premises?

In the previous section, we clarified what it means for a conclusion to
follow from the premises with the idea of validity. In addition, we noted
that some of an argument’s propositions may be false but the argument
may still be valid. As such, this means that our answers to the first and
third questions above may differ. That is, an argument may be "bad"
in that it has false premises but be "good" in that it is valid. But what
about an argument that is "good" in both ways, one where the premises
of the argument are true and the argument is valid? That is, what if the
argument is considered "good" on both ways of evaluating the argument?

An argument that is both deductively valid and has true premises is known
as a “sound” argument. A sound argument is an argument where not only
is it impossible for the premises to be true and the conclusion false, but
it is also the case where the premises (and therefore the conclusion) are,
in fact, true.

Definition 1.2.3: Sound

An argument is sound if and only if all of the premises are (in fact)
true and it is deductively valid.

Suppose Tek and Liz are looking at a batch of circles. Let’s refer to one
of these circles as u:

Now suppose Tek puts forward the following argument:

e P1: No circles are squares.
e P2: wis a circle
e (C: Therefore, this circle u is not a square.

Tek has expressed a sound argument in that P2 is true because we said
that u is the case, P1 is true in that it is true that no circles are squares,
and the argument is valid since it is impossible for P1 and P2 to be
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true and the conclusion false. Given the truth of P1 and P2, and the
argument’s validity, the argument is sound.

Definition 1.2.4: Unsound

An argument is unsound if and only if the argument is either (1)
deductively invalid or (2) deductively valid yet has at least one false
premise, or both.

What is sometimes perplexing is that an argument can be deductively
valid yet unsound. Consider the following example:

e P1: Either Jennifer Lopez or Mario Lopez is the president of the
United State of America (USA)

e P2: Mario Lopez is not the president of USA.

e C: Therefore, Jennifer Lopez is the president of USA.

Notice that premise (P1) is false. It is not the case that either Jennifer
Lopez or Mario Lopez is the president of the USA. Nevertheless, if the
premises (P1) and (P2) were true, would the conclusion also be true? The
answer is a resounding Yes! It is impossible for (P1) and (P2) to be true
while (C) is false. That is, it is necessarily the case that if (P1) and (P2)
are true, then (C) is true. Thus, the argument is deductively valid yet
unsound.

FEzercise 1.6

What does it mean to say that an argument is sound?

Can an argument be sound if it is not valid?

Can an argument be sound if it has at least one false premise?
If the premises of an argument are true and the argument is
deductively valid, does this mean that the conclusion is also
true?

=8N

1.3 TESTING FOR DEDUCTIVE VALIDITY

In the previous section, we defined what it means for a conclusion to
follow from a set of premises. One way we clarified this idea was in terms
of truth-preservation and this idea was clarified in terms of the idea of
deductive validity. However, note that it is one thing to be able to define
a property of something and another to be able to determine whether
something has that property. For example, a new pawn shop owner may
know that "gold" is defined as a yellow, malleable, and precious metal,
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having the chemical symbol Au, and atomic number 79, but the pawn
shop owner may not know whether a particular item is gold. Similarly,
we can define what it means for a number to be prime (a number is prime
if and only if it is divisible by only itself and 1), but fail to know how to
determine whether a number is prime (especially larger numbers).

With this in mind, while we have a definition of deductive validity, we
may not be able to determine for any given argument, whether or not it
is valid. What we want then is not merely to know what it means for
an argument to be valid, but also to know how to determine whether an
argument is valid. In this section, we will consider two different informal
methods for determining or "testing" whether an argument is deductively
valid. The first method is known as the logical intuition test and the
second method is known as the logical imagination test.

1.3.1  The logical intuition test

Perhaps the most common method used to determine whether an argu-
ment is deductively valid involves an appeal to a power of logical intuition.
The power of logical intuition (also referred to as “logical perception”,
“logical sense”, or even crudely as “one’s gut feeling about an argument”)
is a supposed power found in human beings that allows them to directly
evaluate arguments as being good or bad. For our purposes, we will call
the evaluation of an argument through an appeal to one’s logical intuition,
the "logical intuition test for validity" (or “intuition test” for short).

How does this test work? To test whether an argument is deductively
valid, simply use your power of intuition to intellectually "see" whether
the argument is valid or invalid. To use your power of intuition, read the
argument and then check whether you get a feeling that the argument is
valid or invalid. If you get the feeling that the argument is valid, then it
is valid. If you get the feeling that it is invalid, then it is invalid. The
method does not require you to engage in conscious, deliberate thought
nor does it require you to engage in a step-by-step method. Instead, it
assumes that you have a power that allows you to directly know whether
an argument is valid or invalid. Another way of explaining this test is
to consider the fact that people often refer to having “gut feelings”. You
hear expressions like “I'm going with my gut on this one” or “I'm going
to trust my gut”. The logical intuition test works by simply asking you to
trust your gut when evaluating an argument.
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Definition 1.3.1: Logical Intuition Test

The intuition test works as follows: a subject looks at an argument
and then intuits (immediately judges) the argument to be valid or
invalid.

There are several arguments that we have an intuitive power that directly
knows whether an argument is good or bad. Let’s consider a relatively
simple argument for its existence. Suppose Tek firmly believes that Liz
should be the next President. Now suppose Tek overhears someone put
forward an argument that concludes that Liz should be the next President.
In general, those in a similar situation to Tek will have typically have two
responses. First, they will quickly tell you whether the argument is good
or bad. Second, the person will also be confident that their evaluation of
the argument is correct.

quickly
Arg Person Valid
confidently

What could possibly explain the fact that people are capable of quickly
deciding the quality of an argument with such confidence? That is, what
best explains the speed and confidence with which individuals can judge
the quality of an argument? It isn’t the fact that they reason to these
judgments since reasoning often takes time and is sometimes accompa-
nied by doubt concerning whether one has reasoned correctly. A better
explanation then is that people have an intuitive power that allows them
to immediately and directly know whether an argument is valid or invalid
by simply looking at the argument. The speed with which they judged
the quality of the argument suggests that they evaluated the argument
without any conscious thought or self-controlled reasoning, while the con-
fidence in their assessment suggests that they judged using a method that
is immune to error (a kind of direct knowing). Since the existence of an
intuitive power would best explain these facts, it follows that we must
have a power that allows us to immediately and directly know that an
argument is valid or invalid. Let’s put our argument in standard form:

e P1: People are able to quickly and confidently judge whether an
argument is valid or invalid.

e P2: The best explanation for the speed and confidence with which
people judge the quality of an argument is that they have a power
of logical intuition.

e C: Therefore, people have a power of logical intuition.
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In sum, the argument above contends that if positing the existence of
something best explains some experience or fact in the world, there is
justification for believing that the thing exists. In the case of the intuition
test, the fact that people are able to quickly and confidently judge the
quality of an argument is best explained by the existence of a power of
logical intuition. Thus, there is justification for believing that such a
power exists.

1.8.2 Problems with the intuition test

There are several problems with the logical intuition test. First, the intu-
ition method produces verifiably incorrect results. Suppose an argument
is presented about some political topic. Tek may say that Tek’s power of
intuition says this argument is valid while Liz may say that Liz’s power
of intuition says the argument is invalid. Since an argument can only be
valid or invalid (not neither and not both), one of these individuals is
incorrect. The use of the logical intuition test is thus problematic since
the disagreement between Tek and Liz is evidence that the test has, at
least for one of them, produced an incorrect result. Let’s consider two
illustrations. First, consider the following question:

A bat and a ball cost $1.10. The bat costs one dollar more
than the ball. How much does the ball cost?

As has been reported by Kahneman[5], many individuals answer this ques-
tion by saying that the ball costs 10 cents. Presumably, the reasoning of
these individuals is as follows:

e P1: The bat and ball costs $1.10.

e P2: The bat costs one dollar more than the ball.
o P3: $1.10-$1.00 = $0.10

o C: Therefore, the ball costs $0.10

But this argument is invalid. It is possible for the premises of the argument
to be true and the conclusion false. In fact, the conclusion is false since
ball costs $0.05. Note that if the ball costs $0.10 and the bat is one dollar
more than the ball, then the bat is $1.10. This cannot be the case since
it would mean that the bat and the ball cost $1.20 rather than $1.10.
In sum, if there were a power of intuition, we would not expect so many
people to judge the above argument valid when it is invalid.

Let’s consider a second illustration. Consider the following argument (one
that I have given to college students for over ten years):

e P1: Some basketball players are millionaires.
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e P2: Some millionaires drive fancy cars.
e C: Therefore, some basketball players drive fancy cars.

After learning the concept of validity, I ask students to review the above
argument and write down whether the above argument is deductively valid
(impossible for P1 and P2 to both be true and C to be false). Roughly
85% of students judge the above argument to be valid, 10% think it is
invalid, and the remaining 5% are unsure. Since the argument is either
valid or invalid (not both and not neither), the fact that students disagree
about the validity of the argument is evidence that the logical intuition
test has produced incorrect results.

Second, the intuition test appears to only be able to apply to a limited
number of arguments. That is, it has limited applicability or scope. While
individuals may use the logical intuition test when presented with simple
arguments on familiar topics (e.g., politics, family life, sports), their power
of intuition appears not to work on arguments involving complex, technical
subjects that they have limited prior knowledge. In other words, our
logical intuition seems to activate when individuals are presented with
arguments on familiar topics but not activate when considering unsolved
problems in mathematics (e.g. whether P = NP in computer science).
The fact that the logical intuition test only applies to arguments discussing
familiar topics is problematic since it has limited use.

Third, the intuition test appears to only be able to apply to arguments
that are relatively small in size. That is, it has limited applicability or
scope. While individuals may use the logical intuition test when presented
with simple arguments, their power of intuition appears not to work on
arguments that have many premises and many intermediate conclusions.
In other words, our logical intuition seems to activate when individuals are
presented with arguments that are short but not activate when considering
arguments that are long. The fact that the logical intuition test only
applies to arguments of a certain (small) size is problematic since it means
the test only has limited applicability.

Fourth, in the previous section, we considered an argument in favor of
the power of intuition. This argument noted that positing the existence
of a power of intuition best explains the speed and confidence with which
people judge whether a conclusion follows from its premises. However,
this argument would not be effective if there were a better explanation
that does not posit a power of intuition. And, there is a better expla-
nation. Consider that many of our beliefs are due to education, culture,
repeated experience, and evolution. If individuals are repeatedly educated
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that "democracy is the best form of government" or "capitalism is the best
economic system", then many (but not all) people are likely to take argu-
ments that support these beliefs to be good argument, while arguments
that conflict with these beliefs are taken to be bad arguments. Similarly, if
you have repeated experience of burning your hand on a hot stove, many
individuals are likely to judge arguments that support the conclusion that
"touching a hot stove is painful" to be good, and those that run contrary
to this conclusion to be bad.

What we have done here however is explain the speed and confidence with
which people judge arguments to be the result of education, repeated ex-
perience, habituation, and evolution rather than a special, internal logical
power of intuition. It is instead the result of comparing the argument (or
what the argument aims to establish) with our preexisting stock of be-
liefs, recognizing that the argument and our stock of beliefs conflict, and
thus rejecting the argument (or its conclusion) outright. And so, while
a supporter of a power of logical intuition says that such a power allows
humans to quickly and confidently judge arguments as valid or invalid, if
we can account for these results without positing the existence of such a
power, there is reason to think that no such power exists.

This concludes our discussion of the logical intuition test. We now turn
to the second test: the imagination test.

1.3.3 The imagination test

In the previous section, several shortcomings were identified concerning
the logical intuition test. In this section, let’s consider a second way of
determining whether an argument is valid or invalid. This test is known
as the “human-imagination test” or the imagination test for short. Here
is how the imagination test works. Take an argument and try to imagine
a scenario where the premises are true and the conclusion is false. If you
can, then the argument is invalid. If you cannot, then the argument is
valid.

Key to the imagination test is the capacity to imagine or picture or think
of various hypothetical or possible scenarios. For example, imagine an
argument with two premises P1 and P2 and a conclusion C'. To use the
imagination test, we try to create a scenario where P1 and P2 are both
true and C is false. If we can imagine such a scenario, then the argument
is invalid. If we cannot imagine such a scenario, then the argument is
valid.

The logic behind the imagination test and the concept of validity involves
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Is it possible for all of the premises to be true and the conclusion false?

l

Imagination Test: can you imag-
ine a scenario where all of the
premises are true and the conclu-
sion is false?

Y

connecting human imagination to logical possibility. If we are able to
imagine the premises being true and the conclusion being false, then it
is possible for the premises to be true and the conclusion false. This is
because anything that we can imagine is possible (even if it is not actual).
And, if it is possible for the premises to be true and the conclusion false,
then the argument is invalid. In contrast, if we are unable to imagine the
premises being true and the conclusion being false, then it is not possible
for the premises to be true and the conclusion false. The logic here is that
anything that we cannot imagine must not be possible (that is, it must
be impossible). And if it is not possible (impossible) for the premises to
be true and the conclusion false, then the argument is valid.

Now that we have a sense of how the test works in the abstract and the
central rationale underlying the test, let’s illustrate this test with some
examples. First, let’s consider an argument where someone reasons that
John plays basketball because John is tall.

e P1: John is tall.
e (C: Therefore, John plays basketball.

In applying the imagination test, we try to imagine a scenario where P1
is true and C is false. This is simple enough since we can imagine that
John is tall but does not play sports: a scenario that makes P1 true and
C false. Since we can imagine the premise being true and the conclusion
false, the above argument is invalid. Let’s consider another example.

o P1: Liz is a great philosopher.
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e P2: Liz is a great politician with plenty of experience.
e C: Therefore, Liz will be the next president of the United States of
America.

In applying the imagination test, we try to imagine a scenario where P1
and P2 are both true and C is false. We can imagine such a scenario
since we can imagine that Liz is a great philosopher and a great politician
with plenty of experience but does not become the next president of the
United States of America. For example, suppose she decides not to run for
president and focuses on her philosophical career. Or, perhaps Liz does
run for president but does not win since the voters find another candidate
more persuasive. Since we can create a scenario where the premises are
true and the conclusion is false, the above argument is invalid.

Let’s consider a third example.

o P1: Either Jennifer Lopez is a great tennis player or Mario Lopez is
a great tennis player.

e P2: Mario Lopez is not a great tennis player.

e C: Therefore, Jennifer Lopez is a great tennis player.

If an argument is valid or invalid, we need to know whether it is possible
for all of the premises to be true and the conclusion false. We determine
this using the imagination test by trying to imagine a scenario where all of
the premises are true and the conclusion false. In the above example, we
can imagine various scenarios where P1 and P2 would be true but there
is no such scenario where the conclusion is also false. That is, if P1 is
true, then either Jennifer Lopez or Mario Lopez (or both) are great tennis
players. If we take P2 also to be true, then Mario Lopez is not a great
tennis player. But, if Mario Lopez is not a great tennis player, then the
only scenario where P1 is true is the one where Jennifer Lopez is great
tennis player. But, imagining the conclusion of the above argument to be
false would require us to imagine that Jennifer Lopez is not a great tennis
player. In short, imagining the premises to be true and the conclusion
to be false requires us to imagine that Jennifer Lopez is both a great
tennis player and not a great tennis player. But, this is impossible. Since
we cannot imagine a scenario where all of the premises are true and the
conclusion false, the above argument is valid.

FEzercise 1.7

Determine whether the following arguments are valid or invalid.
1. All pigs fly. Babe is a pig. Therefore, Babe flies.
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2. Some people are happy. Other people are not happy. There-
fore, everyone is happy.

3. God exists or he doesn’t. Well, I see no good reason for
thinking God exists. Therefore, God doesn’t exist.

4. Some gamblers are profitable. Some gamblers lose money.
Therefore, every gambler is either profitable or lose money.

5. Some smokers are not happy. All happy people are tennis
players. Therefore, some smokers are tennis players.

1.8.4 Problems with the Imagination Test

In the previous section, the imagination test was described and illustrated
with several examples. In short, this test works by asking human beings to
consider an argument, try to imagine the premises true and the conclusion
false, and if they can imagine such a scenario, then the argument is invalid.
If they cannot imagine such a scenario, then the argument is valid. In this
section, several problems with this method are considered.

In applying the test to these examples, the test seems to produce the right
results. We might draw the conclusion that this is all logicians and people
in general need to determine whether a conclusion follows from a set of
premises. More cautiously, we might say that our results suggest that
whenever humans are given short, uncontroversial, and clearly-expressed
arguments, the “imagination test” will correctly determine whether the
argument is valid or invalid.

Arguments % - -)‘ Human Imagination }~ ==z

Unfortunately, the imagination test is highly problematic for several rea-
sons. The fundamental problem is that the test equates what users of
the test can imagine with what is logically possible. This assumption is
problematic since there may be things that are possible that some indi-
viduals either cannot or will not imagine. This creates a scenario where
individuals just an argument to be valid (since they believe there is no
possible scenario where the premises are true and the conclusion is false)
when in fact the argument is invalid since there is a possible scenario
where the premises are true and the conclusion is false. In what follows,
several problems with the imagination test are considered.
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1.3.4.1 Incorrect Results.

One problem logical intuition test was that it produced incorrect re-
sults. That is, the test produced results where individuals disagreed about
whether an argument was valid or invalid. Since arguments are either
valid or invalid (not both and not neither), the logical intuition test was
clearly not working for at least some contingent of people. Similarly, the
imagination test produces incorrect results. Recall an argument that we
considered earlier:

e P1: Some basketball players are millionaires.
e P2: Some millionaires drive fancy cars.
e (C: Therefore, some basketball players drive fancy cars.

After teaching students the concept of validity, the logical intuition test,
and the logical imagination test, I ask students to use the logical imagi-
nation test to determine whether the above argument is valid or invalid.
Roughly 50% of students take the above argument to be valid, while the
other half takes it to be invalid. The fact that one of these groups is wrong
suggests either (1) students do not understand the concept of validity, or
(2) students do not understand how they are supposed to use the logical
imagination test, or (3) the test itself is defective insofar as even a correct
understanding of the test does not produce correct results. There is good
reason to believe that (3) is the case since students correctly apply the
test in several other cases (like those considered above).

1.5.4.2 Too Many Premises

As its name implies, the imagination test requires the use of the imagi-
nation: the ability to construct various scenarios. However, consider that
our power of imagination is not perfect. For example, imagine a horse.
When you imagine a horse, you likely have a vague image in your mind.
You can picture the horse’s head and eyes and hair, but you do not pic-
ture every minute detail of the horse. For each hair on the horse, you
likely don’t have a picture in your mind that contains information about
the hue of each color. If the horse is perspiring, it is unlikely that you
are picturing each bead of sweat. The point then is that your power of
imagination is limited by how much information you can imagine at a
given time. What does this imply for arguments?

Let’s take an argument that involves three simple propositions. Let’s refer
to them as P1, P2, and C. If we were to apply the imagination test to this
argument, presumably the test would work correctly since the scenario we
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are required to imagine is relatively simple.

N ,’>‘ Valid Arguments ‘

/
\

‘ P %— \—)->‘ Human Imagination }-

On the other hand, consider a large argument with not merely one or two
propositions but a large number (P,) of propositions (where n is greater
than 100). In such an argument, individuals might contend that they
cannot imagine a scenario where the premises are true and the conclusion
is false. But from the fact that we cannot imagine such a scenario does
not mean that the argument is invalid. Similar to the case involving the
horse where every detail of the horse cannot be imagined, we may also
be unable to imagine all of the premises being true because there are too
many premises to imagine.

‘ P % - \—)->‘ Human Imagination }- =2’

In short, the imagination test for validity depends upon the limited powers
of human beings to imagine scenarios. While such a test might be useful
for simple arguments, this method fails when it asks its users to imagine
large, detailed arguments.

Invalid Arguments ‘

1.3.4.3 DBias

When a person uses the imagination test, they are asked to imagine a
scenario where the premises are true and the conclusion is false. However,
human beings are not perfect users of the test. Even for a relatively
simple arguments, people sometimes contend that they cannot imagine a
scenario where the premises are true and the conclusion is false when such
a scenario exists. One explanation is that the person has a bias in favor
of the conclusion. This bias interferes with their capacity to imagine a
scenario where the premises are true and the conclusion is false.

A bias is a tendency toward or against something or someone. Many
biases have good outcomes. For example, a bias against smoking is good
for your health. Other biases are negative. For example, being biased
against people of a certain ethnicity is morally wrong. A cognitive bias
is a specific type of bias; it is a systematic error of thinking that is due
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to how the mind manages and processes information. In plainer terms, a
cognitive bias is a mistaken tendency toward (or against) thinking certain
things.

There are many different cognitive biases. To illustrate just one of these,
consider the cognitive bias known as the “Forer effect”. The Forer effect is
a cognitive bias where people tend to incorrectly overestimate the accuracy
of a personality description when they are told that (1) the description
was tailored specifically to them and (2) when it is given by a person who
is believed to be an authority. For example, suppose I (the author) tell
you (the reader) that the following description is a personality sketch of
you:

You can be extroverted in situations where you feel comfort-
able (e.g., around close friends or family members), but are
also introverted (even shy) when you are in stressful situa-
tions. You are naturally curious by things that interest you,
but can be bored by overly dry topics or those that don’t seem
to have much practical value. You have a good sense of humor
and this sense of humor shines when you are around those with
whom you are close. You value these close relationships, the
comfort and stability these relationships bring you, and (while
you do not always show it) you genuinelly appreciate the fact
that you can be your true self around these people.

If you took the above description to be a personality sketch of you, then
you have fallen victim to the Forer effect. In a classic experiment, 39
students were given a personality test that was said to evaluate their
personality. After completing a test, each student was then given a “per-
sonality sketch” (similar to the sketch above) that they were told was
tailored specifically to them. The students were asked to rate the per-
sonality sketch in terms of how accurately it described them. In general,
students rated the accuracy of the test as 4.05 on a scale of 0 (poor) to
5 (perfect). It was later revealed to the students that all the personal
sketches were identical.

Once students discovered that the personality descriptions were identical,
they realized the test was not as accurate as they thought. In short,
students who overestimated the accuracy of the personality sketch were
victims of the Forer effect.

Thus far, we have defined "bias" and "cognitive bias" and then illustrated
the idea of cognitive bias with an example (the Forer effect). However,
what do cognitive biases have to do with the imagination test? Since the
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Confirmation bias

imagination test requires imagining scenarios where the premises are true
and the conclusion is false, it requires that human beings are free from
cognitive biases which would lead them to ignore certain scenarios. In
particular, the successful use of the imagination test assumes that people
do not ignore scenarios that would show the argument to be invalid. For
example, suppose Tek reads an argument that is in perfect accord with
his political beliefs. He may say to himself, “ah! I have applied the imag-
ination test and I simply cannot imagine a scenario where the premises
of this argument are true and the conclusion is false. The argument is
therefore valid.” Tek’s evaluation is good if there is no such scenario, but
perhaps he simply ignored it. What if such a scenario exists but Tek is
prone to a cognitive bias that keeps him from thinking about such a sce-
nario? If such a bias existed, then it would be a serious problem for the
imagination since it would mean that there is a tendency for people to
use the imagination test incorrectly. The question then is the following:

Is there a bias that interferes with our capacity to imagine
certain scenarios?

While there does not appear to be direct empirical evidence evaluating the
relation of bias to the imagination test, there is empirical evidence that
indicates certain biases interfere with our capacity to consider possibilities
that would confirm that an argument is invalid. Consider the following
definition of “confirmation bias”:

Definition 1.3.2: Confirmation Bias

Confirmation bias is the tendency to look for information that con-
firms our beliefs and avoid information that might disconfirm them.

Confirmation bias exists in human beings and evidence for its existence is
found in many different experiments. An example of confirmation bias is
found in the beliefs you have about yourself, viz., beliefs you have about
what type of person you are. For example, Swann and Read([8, p. 352] have
noted that we tend to remember and seek out information that confirms
the beliefs we have about our self and avoid situations and information
that would undermine these beliefs. For example, if we believe ourselves to
be a dominant person, we tend to recall conversations where we spoke in
an authoritative manner and ignore occasions where we acted timidly. In
addition, it is claimed that we will also seek out social interactions where
we can act in a dominant manner to further confirm our self-conception.
In short, confirmation bias clouds our ability to accurately assess our own
personality.
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Confirmation bias is not only present in those deeply held beliefs we have Detecting extroverts
about ourselves but also when we are simply given some new hypothesis to
try out. To illustrate, suppose you are asked to determine if a person is an
extrovert by asking a random person a series of yes / no questions. In this
case, you do not know whether the person is, in fact, an extrovert. Trying
to discover whether they are an extrovert is simply a working hypothesis.
Studies show that when people are asked to thest this hypothesis, people
will ask questions in a way that aim to confirm rather than disconfirm
that the person is an extrovert. In short, confirmation bias is present even
when we are simply given a working hypothesis (test to see if this person
is an extrovert) to try out.

Earlier, we saw that confirmation bias refers to the tendency to look for
information that confirms our beliefs and avoid information that might
disconfirm them. Confirmation bias thus has the potential to cause prob-
lems for users of the imagination test since it implies that if an individual
thinks an argument is “good”, then they tend to avoid considering scenar-
ios that would show that the argument "bad". And, one way an argument
may be bad is if it is invalid. In other words, confirmation bias may inter-
fere with a person’s imagination test by causing them to avoid thinking
of scenarios that would show the argument to be invalid.

One possible rebuttal is the following. Yes, people are subject to con-
firmation bias, but the imagination test corrects this bias. For consider
that the imagination test actively tells us to engage in a type of delibera-
tion about arguments by trying to think of scenarios where the premises
are true and the conclusion is false. Perhaps then, the mere fact that
we deliberate about arguments when using the imagination test protects
us from confirmation bias. So the question then is whether confirmation
bias is mitigated (lessened) by reflection or deliberation about a topic or
argument. Surprisingly, research has shown that increased reflection or
deliberation about a topic promotes rather than mitigates confirmation
bias. One study[2] separated college-age students into two groups:

e sleep-restricted
o well-rested

The study additionally sorted the groups based on their political prefer-
ence (liberal or conservative) and then asked them to select six arguments
from either conservative or liberal sources on the topic of gun-control as
well as rate arguments “for” and “against” gun-control. The subjects were
also:

e asked to rate how much they deliberated on each argument and
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e took a short cognitive reflection test to measure the degree to which
they deliberated on the arguments.

This study found that:

deliberation promotes a stronger confirmation bias. Partici-
pants who had thought more about gun control were found to
have a more precisely estimated confirmation bias regarding
selective information exposure and also a stronger magnitude
of effect regarding perceived argument strength.|[2]

In other words, subjects who thought more about gun control were more
likely to select sources that supported their beliefs and ignore sources that
challenged them. What this shows then is that the further deliberation
or reflection about a topic does not correct confirmation bias.

In sum, if human beings have confirmation bias and deliberation via the
imagination test does not remove this bias, then there is reason to think
that confirmation bias undermines our ability to successfully use the imag-
ination test for determining if an argument is deductively valid. More
precisely, we can make two claims about the relation of confirmation bias
to the imagination test. First, if confirmation bias is extended to the
imagination test, then biased individuals may tend to incorrectly evaluate
arguments as being valid since they will ignore possibilities that undermine
the argument’s validity. Second, there is no reason that the imagination
test will correct this problem given that confirmation bias is shown to be
made worse by extended deliberation. In other words, biased individuals
will take arguments that support their view as valid, ignoring disconfirm-
ing possibilities, and the act of further imagining possibilities will not
correct this error.

FExercise 1.8

1. What are the problems associated with the logical intuition
test for deductive validity?

2. What are some problems associated with the human imagi-
nation test for validity? Can any of these problems be fixed
or corrected?

3. Create a scenario where a person uses the imagination test
but nevertheless judges an invalid argument to be deductively
valid. Explain why the person made this mistake.
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Part 11

Propositional Logic
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PL LANGUAGE

In the previous chapter, some key concepts of logic were defined, e.g.,
argument, validity, and soundness. In addition, two different methods
for testing whether an argument is valid were introduced and shown to
be problematic: the intuition test and the imagination test. One way
to potentially remedy these problems is to construct a formal (symbolic)
language — "the language of propositional logic" (PL) — and then use this
language to develop alternative methods for testing whether an argument
is valid. The focus of this chapter is on the construction of the formal
language, while the focus of subsequent chapters will be on how to use
this language to test whether an argument is valid.

Our plan for introducing this language is as follows. First, we will intro-
duce the symbols of the language. Second, we will introduce the syntax
(grammar) of the language. Third, we will introduce the semantics of the
language. Fourth and finally, we will introduce a method for translating
English sentences into the language.

In addition, a semantics for PL is given. The semantics for PL is not,
strictly speaking, part of the formal language. It is, instead, an interpre-
tation of the formal language. Roughly put, it is a specification of what
the different symbols and formulas of the language mean.

PL]

hd -

‘ Symbols }»—>‘ Syntax }~>

‘ P,Q,—,V,... ‘ ‘ Format;c;n Rules ‘ ‘ Interpretations

Figure 2.1: A formal language consists of a set of symbols and a syntax.
The semantics of a formal language concerns the interpretation of the
symbols and/or well-formed formulas of that language.

2.1 PL SYMBOLS

Let’s begin our introduction to the language of propositional logic (PL)
by stating the symbols (or characters) that compose the language. The
symbols of PL are divided into the following three main types:
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In some logic texts, a
tilde is used (the tilde is
the top half of an "n"
for "not")

1. an infinite number of "propositional letters": uppercase Roman (un-
bolded) letters with or without subscripted integers, e.g. Aj, As, As,
B,C,.

2. five truth functlonal operators: V,—, <, -, A

3. a left and right parenthesis: "(" and ")

Let’s briefly discuss each one of these symbols. First, PL contains a set
of propositional letters. These are uppercase Roman letters. For exam-
ple, A is a propositional letter, B is a propositional letter, and Z is a
propositional letter. In contrast p is not a propositional letter because it
is a lowercase letter. Similarly, ¢ is not a propositional letter since it is
not one of the 26 Roman letters. In order to have an infinite number of
propositional letters, we subscript the propositional letters with integers.
For example, Ay is a propositional letter, As is a propositional letter, As
is a propositional letter, and so on. In contrast, A, is not a propositional
letter since it is not subscripted with an integer.

The second type of PL symbol is a truth-functional operator. There are
five truth-functional operators: —, A,V,—, <. If you are new to logic,
then these symmbols are likely unfamiliar and so it is unclear what to call
them. Here are the five operators along with their names:

1. =, "'not" or "negation"

2. A, "wedge" or "and"

3.V, "vee" or "or"

4. —, "rightarrow"

5. ¢, "doublearrow" or "if and only if" or "iff"

The third main type of symbol is a left and right parenthesis: ( and ).
These symbols are used to indicate the scope of truth-functional operators
(more on this later). What is important to know now is that they are
symbols of PL.

Let’s add some text here to see if that is the problem.

FEzercise 2.9

For each symbol below, indicate its type, viz., propositional letter,
operator, etc.
1.

>0

2.
3.
4
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5. (
6. <

2.2 PL SYNTAX

In the previous section, the symbols of PL were presented. Now that we
have the symbols, we want to know the right and wrong ways that these
symbols can be combined. The rules that specify the right and wrong ways
that the PL symbols can be combined is its syntax (or grammar). The
syntax of PL consists of a set of rules known as "formation rules". When
the symbols of PL are combined together according to the formation
rules, the resulting combination of symbols is called a well-formed formula
(abbreviated as "wff", pronounced "woof").

s ~

Definition 2.2.1: Well-formed Formula in PL

A well-formed formula (or wff) ¢ is any formula that is capable of
being generated by some combination of the seven formation rules
in Definition 2.2.2.

Key to the definition of a wif are the formation rules. These formation
rules define what is and is not a wff in PL.

Definition 2.2.2: Formation rules of PL

Let ¢ and 1 are variables for well-formed formulas in PL:

Every propositional letter of PL (e.g. A, B,C) is a wif.

If ¢ is a wif, then —(¢) is a wif.

If ¢ and v are wifs, then (¢ A ¢) is a wif.

If ¢ and v are wifs, then (¢ V v) is a wif.

If ¢ and ¢ are wifs, then (¢ — ) is a wif.

If ¢ and v are wifs, then (¢ <> 1) is a wif.

Nothing else is a wif except what can be formed by repeated
applications of 1-6.

RS RCI N

Let’s explain each of these seven formation rules. First, rule (1) states
that every propositional letter of PL is a wif. This means that by each
propositional letter, all on its own, is a wff. For example, P is a wff, @ is
a wif, R is a wif, and so on. Rule (2) states that if ¢ is a wff, then so is
—(¢). In this rule, ¢ stands for any combination of PL symbols that has
the status of being a wff. So, for example, since P is a wif by rule (1),
then so is —(P). Similarly, since @ is a wif by rule (2), then so is =(Q).
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Since P is a wff, so is
—(P). And since —(P)
is a wff, so is ~(—(P)).
Since =(=(P)) 1is a wff,
.., well, you see where
this is going.

Here are some PL wifs:
P, (A = =(B)), ~((PV
~(Q))), ~(=((PA=(Q))))

Here are combinations of
PL symbols that are not
wifs: P-, PQ, V-(Q),
—PA-QVS

Rule (2) is not saying that only singly negated propositional letters are
wifs. Rather, it is saying that for any combination of symbols ¢, if ¢ is a
wif, then taking that combination of symbols, putting parentheses around
it, and the negation to the left of the entire combination of symbols is a
wif.

Notice that rules (3)-(6) all begin the same way: "if ¢ and 1 are wifs,
then ...". These four rules allow for combining (or "connecting') two
wifs together with the connectives: A,V,—, +>. Rule (3) states that if ¢
and 1) are wifs, then the A can be placed between both of these wifs and
parentheses put around the entire combination and the result is a wif. In
short, if ¢, are both wifs, then so is (¢ A ). So, for example, since P is
a wif and —(Q) is a wif, (P A =(Q)) is a wif.

Rules (4)-(6) follow the same format as rule (3), they serve to connect
two wifs ¢ and ¢ but with different operators. Rule (4) contends that if
¢ and v are wifs, then so is (¢ V ¢). Notice that ¢ and 1 are connected
using V instead of A. Similarly, in rule (5) ¢ and v are connected using
—; thus (¢ — ¢) is a wif if ¢ and ¢ are wifs. Finally, in rule (6) ¢ and ¢
are connected using <». That is, (¢ <> ©) is a wif if ¢ and 1) are wifs.

The final rule is rule (7). This rule states that the only combinations of
symbols that are wifs are those that can be constructed using rules (1)-(6).
In other words, if a combination of symbols cannot be constructed using
rules (1)-(6), then it is not a wif. For example, P— is not a wif since it
cannot be constructed using rules (1)-(6): there is no rule that allows you
to place a negation to the right of a wif. Similarly, PQ is not a wff since
it cannot be constructed using rules (1)-(6), as there is no rule that allows
for placing two propositional letters immediately next to each other.

Now that we have defined a well-formed formula and explained the basics
behind formation rules, let’s consider some examples of how formation
rules can be used to construct wifs. Let’s start by trying to show that
(=(P) — R) is a wif:

1. Every propositional letter is a wff, so P and R are wffs (rule 1).

2. If P is a wff, then =(P) is a wff. (line 1 + rule 2)

3. If =(P) and R are wifs, then (=(P) — R) is a wif. (lines 1,2 + rule
5)

4. (=(P) = R) is a wif. (lines 1-3)

Notice how the wit (=(P) — R) was constructed using the formation rules.
The formula was constructed or "built up" from the propositional letters
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(line 1) and repeated use of the rules that allow for adding operators (see
line 2) or connecting wifs with connectives (see line 3).

Let’s consider one more example. Here we will show that (P — (P V Q))
is a wif.

1. Every propositional letter is a wff, so P and @ are wifs (rule 1).

2. Since P and @ are wfs, then (P V @) is a wff (line 1 + rule 4).

3. Since P and (PV Q) are wifs, then (P — (PV Q)) is a wif (lines 1,2
+ rule 5).

4. (P — (PVQ)) is a wif (lines 1-3).

Again, the wif is constructed first by starting with the propositional letters
(line 1) and then adding operators (or connectives) to formulas that are
already established as wifs (see lines 2 and 3).

FEzercise 2.10

Use the formation rules to show that the following formulas are
wifs.

R PR

2.2.1 Variables

In presenting the language of propositional logic, it is helpful to use vari-
ables for propositional letters or wifs. Generally, the use of the Greek
letters ¢ ("phi") and ¢ ("psi") are used. If we let ¢ stand for any propo-
sitional wiff, then ¢ is a placeholder for any wif that can be constructed
using the propositional logic formation rules. In other words, ¢ can be P,

Q, (PAQ), (=(P) — Q) and so on.

Sometimes it is convenient to use variables and operators together. For
example, if we let ¢ stand for any wif and — stand for the negation op-
erator, then —(¢) is a placeholder for any wif that can be constructed by
placing a negation operator to the left of a wff. In other words, —(¢) can
be =(P), =(Q), “((P AN Q)), ~((—(P) = Q)) and so on. Here is another
example. Suppose we let ¢ and v serve as variables for any wif in PL. We
might then want to talk about any wif that can be constructed by placing
a A between ¢ and . That is, we don’t want to talk simply about a
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A complex wff is some-

times called a "compound

wff" or "compound sen-

tence" a  "molecular
’

wff" or a "composite

sentence".

specific wif P A @ but any wif where A is placed between two wifs ¢ and
1. That is, rather than talking about the specific P A ), we want to talk
about (¢ A 1). Again, (¢ A ) can be any wif that has this structure, in-
cluding but not limited to any of the following: (PAQ), (PAR), (QAR),

(=(P)AQ), (=(P) A =(@Q)), (=(P) A (Q = R)).

2.2.2 Three types of wffs

It is worthwhile to classify there different general types of well-formed
formulas:

1. atomic wils
2. complex wifs
3. literal wils

Definition 2.2.3: atomic wff

A PL-well-formed formula an atomic wif ¢ in PL iff it consists of
only a single propositional letter (with or without positive integer
subscripts).

In short, an atomic wif is a wif that consists only of a single propositional
letter and nothing else. For example, P is an atomic wiff, so is @), and
so is Z;. In contrast, (P A @) is not an atomic wiff since it consists of
two propositional letters and an operator (connective). Similarly, =(P) is
not an atomic wif since it consists of a propositional letter and a negation
operator.

Definition 2.2.4: complex wff

A PL-well-formed formula is a complex wif ¢ in PL iff ¢ is a
wil with at least one propositional letter and at least one truth-
functional operator.

In short, a complex wif is a wif that consists of at least one propositional
letter and at least one of the five truth-functional operators: =, A, V, —, <.
For example, (PAQ) is a complex wif since it consists of two propositional
letters and a truth-functional operator. Similarly, =(P) is a complex wff
since it consists of a propositional letter and a truth-functional operator.
In contrast, P is not a complex wif since it consists of only a propositional
letter and no truth-functional operators. In addition, the negation oper-
ator — is not a wif since (1) it is not a wif and (2) it does not contain at
least one propositional letter.
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Definition 2.2.5: literal wff

A PL-well-formed formula ¢ is a literal wif in PL iff it consists of
an atomic wif ¢ or a singly negated atomic wif —(v)).

\. J

A literal wif is a wif that consists of either an atomic wif or a negated
atomic wif. For example, P is a literal wif since it is an atomic wif.
Similarly, —(P) is a literal wif since it is a negated atomic wif. In contrast,
(P A Q) is not a literal wif since it is neither an atomic wff nor a negated
atomic wif. Similarly, =(—(P)) is not a literal wff since it is also neither
an atomic wif nor a singly negated atomic wif.

As a final note, it is important to note that while a literal wif may be A literal wff has one foot
atomic (when it is a single letter) or complex (when it is a singly negated @ each camp: some are
atomic wif). For instance, —(P) is a literal wif that is complex but not @tomic, some are com-

atomic. In addition, P is a literal wif that is also an atomic wif. plez.

FEzercise 2.11

Identify whether the following wff is an atomic, complex, and/or
literal wif
1. P

- Q

. (PAQ)

=(P)

~(Q)
(=(P) A =(Q))

SRS

2.2.8 Parts and subformulas

Increasingly complex wifs are constructed from the PL formation rules.
It will be convenient to develop some terminology for talking about some
of the wifs created in the process of creating a wif ¢.

Definition 2.2.6: Proper part of a wff

Let ¢ and ¢ be any PL-wffs. A wff ¢ is a proper part of another
wif ¢ if and only if ¢ is a wif that is constructed by the formation
rules in the process of constructing ¥ but not ¢ itself.

. J

To illustrate, P and @ are proper parts of (P — @) since both wifs are
constructed using the formation rules in constructing (P — Q).
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A proper part of a wif ¢ are all the subformulas constructed in the process
of constructing 1 excluding v. A subformula (or part) of ¢ are all the
proper parts of ¢ and .

Definition 2.2.7: Subformula (part)

A subformula (or part) ¢ of ¢ is any wff occurring as a proper part
of ¢, including 1 itself.

\. J

So, while P and @ are the proper parts of (P — @), the subformulas of
(P — Q) are the following: P,Q, (P — Q).

Let’s look at a few additional examples. Consider the wiff =(P). The
subformulas of =P are all of the wifs created by the formation rules in the
process of showing that —(P) is a wff, including —(P) itself. This means
that P and —(P) are subformulas of =(P). Some additional examples:

e P, Q, (PV Q) are subformulas of (P V Q)
o P,—(P),Q,(—(P)VQ)) are subformulas of (—(P) V Q)
e PQ,(P—Q),~((P— Q)) are subformulas of =((P — Q))

If you are ever unsure of whether a wif is a subformula of another wif, you
can construct the wif using the formation rules. For example, suppose we
were unsure whether P is a subformula of =((P — @)). To determine
this, we would construct =((P — @)) using the formation rules:

1. P and @ are wifs (rule 1)

2. If P and @ are wfifs, then (P — @) is a wif (line 1 + rule 5)

3. If (P — Q) is a wif, then =((P — @)) is a wif (line 2 + rule 2).
4. Therefore, =((P — @)) is a wif (lines 1-3).

Since P is used in the construction of =((P — @)), P is a subformula of

—((P = Q).

FEzercise 2.12

Determine the proper parts and subformulas of the following wifs:
1. (P—Q)

(PA=(Q))

~(PAQ))

(PV(PAQ))

—~((=(P) « =(Q)))

PPN
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2.2.4  Occurrences

Some wifs have multiple instances (or occurrences) of the same operator.
For example, (=(—=(P) — Q)) contains two occurrences of the — operator.
For convenience, we refer to each of the different instantiations of an
operator as an "occurrence" of that operator.

Definition 2.2.8: occurrence

An occurrence of an operator is an instance (a physical embodiment
in space and time) of an operator type.

. J

To further illustrate, consider how many occurrences there are of A in the
following wif: ((P A Q) A (R A S)). While there is only one A operator,
there are three occurrences of A in that formula.

FEzercise 2.18

1. How many occurrences of — are in the following wif: —(P)
2. How many occurrences of — are in the following wif: —=((P A

~(Q)))

3. How many occurrences of A are in the following wif: ((P A

Q)V R)

4. How many occurrences of A are in the following wif: ((P A
Q) A R)

5. How many occurrences of A are in the following wff: ((P —
Q) A R)

2.2.5 Scope of an operator

With our understanding of the notion of a subformula and the occurrence
of an operator, we can now define the notion of the "scope" of an operator.

The truth-functional operators of PL are said to have "scope". Informally, the scope of

an operator is the part

Definition 2.2.9: scope of P L operator of the wff that the opera-

tor is "attached"” to. It is

The scope of an occurrence of an operator in a wif ¢ is the smallest "how much" of the wff the
subformula of ¢ that contains that occurrence of that operator. operator "operates” on.

Let’s consider a few examples. Take the single occurrence of — in —(P).
Next, let’s identify the subformulas of —=(P). These are the following:

1. P
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The idea of scope is not
a complex concept, but it
isn’t the easiest to grasp.
This is because scope Te-
quires you to know (1)
how to construct a wff us-
ing the formation rules
and (2) what a subfor-
mula  is. If you are
struggling with the no-
tion of scope, then you
might consider reviewing
the formation rules in
Definition 2.2.2 and the
discussion of subformulas
in subsection 2.2.3.

2. ~(P)

To determine the scope of -, we need to identify the "smallest subfor-
mula" of =(P) that contains —. Since only —(P) contains =, the smallest
subformula that contains — is —=(P). And so, the scope of = in —=(P) is
—(P). That is, the scope is the entire wif.

Next, consider the wif (P V —(Q)). For this wif, we can ask about the
scope of two different operators: the V and the —. Let’s consider the scope
of each. To do this, let’s identify all of the subformulas of this wif:

P
Q
Q)

(P Vv ~(Q))

To identify the scope of V, identify the smallest subformula that contains
V. This is the entire wff. Next, consider the smallest subformula that con-
tains —. Notice that two wifs contain —: —(Q) and (P V —(Q)). However,
since =(Q) is smaller than (P V —(Q)), the scope of — is =(Q).

J

1.
2.
3.
4.

Another way to identify the scope of an occurrence of an operator is to
construct the wif using the formation rules. The scope of an operator
corresponds to the wif that is constructed when the operator is first in-
troduced into the construction. Let’s illustrate this idea with an example.
Consider (—(P) — Q). If we were to construct this wif using the formation
rules, the wifs we would construct the wifs as follows:

1. P

2. Q

3. Since P is a wif, then —(P) is a wif.

4. Since =(P) and @ are wifs, (=(P) — Q) is a wif.

The scope of — corresponds to the wif constructed when the — is first
introduced in the construction. Notice that this occurs at step (3) in
the above construction. Hence the scope of = is —=(P). Similarly, since
— is first introduced at step (4), the scope of — corresponds to the wff
constructed at step (4).

Finally, consider =((P — @)). If we were to construct this wif using the
formation rules, the wifs we would create are P, @, (P — Q),=((P — @Q)).
In this case, the smallest subformula containing — is (P — @) and so the
scope of — is (P — ). However, the smallest subformula containing —
is 7((P — @Q)), so the scope of — is the entire wif =((P — @Q)).
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Exercise 2.14

Identify the scope of each occurrence of the operators in the follow-
ing wifs:

(PAQ)

(P—=Q)

=(=(P))

(PA(Q < R))

(P A=(Q)))

R PR

2.2.6 Main Operator

Every complex wif will have one and only one main operator. The main
operator of a complex wif is the operator the greatest or most scope.

Definition 2.2.10: main operator

The main operator of a PL wif ¢ is the truth-functional operator
whose scope is ¢

. J

Let’s consider a few examples. Let’s start with —(P). In this example, the
scope of = is =(P). Since — is the operator whose scope is =(P), it is the
main operator. Since every complex wif has exactly one main operator
and —(P) only has one operator, = is the main operator by default. This
is also true of wffs like (P A Q), (PVQ), (P — Q), and (P + Q). The
main operator of each of these wifs is the only operator in the wif.

But let’s consider a wif where there are at least two operators. Take
the wif (=(P) V Q). In this wif, there are two operators: — and V. To
determine the main operator of this wff, we want to identify the operator
whose scope is the entire wif (=(P)V @). Let’s consider the scope of each
of the operators. The scope of = is =(P) and the scope of V is (=(P)V Q).
Since the scope of V is the entire wif, it is the main operator.

The formation rules can be used to determine the main operator of a
wif. To see this clearly, first notice that other than Rule 1, all of the
formation rules are associated with a truth-functional operator, e.g. Rule
6 with <’ Second, the main operator of a wif is the truth-functional
operator associated with the last formation rule applied to create the
wif. For example, consider the use of the formation rules to show that
—(P — —(R)) is a wif:

1. Every propositional letter is a wff, so P and R are wffs (rule 1).

o1

The main operator of a
wff is the operator that is
"doing the most work" or
has the "most scope’.



The literal negation is not
simply adding or remov-
ing a negation to a wff.
Say you have (P AN—=(Q)).
The literal negation of
this wff is not (P A Q);
rather, it is =((PA—(Q)))

2. If R is a wif, then —(R) is a wif (line 1 + rule 2).

3. If P and —(R) are wifs, then (P — —(R)) is a wif (lines 1,2 + rule
5).

4. If (P — —(R)) is a wff, then =((P — —(R))) is a wif (line 3 + rule
2).

Notice that the last formation rule applied is Rule 2 (associated with '—
"). The = * applied to ’P — —(R)’ is the main operator.

FEzercise 2.15

Identify the main operator of the following wifs:
1. =(P)

=(=((P A =(R))))

(PV(QAR))

M A~(Q)

(=(=(M)) vV R)

~((PVQ))

(PVQ)V(RVS)

(PAQ)V(A—D9))

(P = (Q—R))

(P—Q)— R)

PRSP PO

—
S

2.2.7 Literal Negation

The literal negation of a wif ¢ is created either by applying or removing
one instance of the formation rule for negation to ¢. That is, two wifs ¢
and v are literal wifs of each other if and only if either one can be formed
from the other by the negation formation rule (rule 2).

So, for example, suppose we have the wif P. The literal negation of P
is —(P) since —(P) would be the result of applying the formation rule
for negation to P. Similarly, suppose we have the wif —~(P). The literal
negation of —(P) is either (1) P since P would be the result of removing
the negation from —(P) or (2) —(—(P)) as this would be the result of
applying the formation rule for negation to —(P).

Let’s look at a few more examples. Consider (P — R). The literal
negation of this wif is =((P — R)) since this would be the result of
applying the formation rule for negation to (P — R). Now consider the
wit =((—=(P) A R)). The literal negation of this wif is either (1) (—~(P) A R)
since this would be the result of removing the negation from =((—(P)AR))
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or (2) =(=((—=(P) A R))) since this would be the result of applying the
formation rule for negation to —=((—(P) A R)).

FEzercise 2.16

Determine the literal negation of the following formulas:

1. A

2. =(A4)

3. ~(—(4))

4. (A — B)

5. (~(A4) = ~(B))

6. ~(~((P) — ~(R)))

2.2.8 Types of wffs: Some terminology

With the notion of the main operator and the literal negation of a wiff
developed, let’s develop some terminology for talking about different types
of wifs. Earlier, we distinguished between atomic wffs and complex wifs,
the latter being wifs that are composed of at least one propositional letter
and at least one truth-functional operator. Next, let’s further distinguish
between different types of complex wifs. Given that every complex has
exactly one main operator, we can distinguish between different types of
complex wifs based on the main operator.

First, there are wifs whose main operator is the negation. These wifs are
called "negated wifs" or "negations". Negations are thus complex wifs of
the form: —(¢).

‘ negation symbol ‘

(¥)

Second, there are wifs whose main operator is the A. These wifs are called
conjunctions. Conjunctions then are complex wifs of the form (¢A1)). The
subformulas on the left and right sides of the A are called "conjuncts".

‘ left conjunct ‘ right conjunct ‘
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Disjunctions: (¢ V )

Conditionals: (¢ — 1)

Biconditionals: (¢ <> )

Negated wffs of each type

Third, there are complex wffs whose main operator is the V. These wifs
are called disjunctions. Disjunctions then are complex wifs of the form:
(¢ V ). The subformulas on the left and right sides of the V are called
"disjuncts".

‘ left disjunct H right disjunct ‘

Fourth, there are complex wiffs whose main operator is the —. These
wifs are called conditionals. Conditionals are complex wifs of the form:
(¢ — 1). The subformula to the left of the — is called the "antecedent"
of the conditional and the subformula to the right of the — is called the
"consequent' of the conditional.

‘ antecedent ‘ ‘ consequent ‘

Fifth and finally, there are complex wifs whose main operator is the <.
These wils are called biconditionals. Biconditionals then are complex wifs
of the form: (¢ — ). Typically, the subformula to the left of the double
arrow is called the "leftside of the biconditional" and the subformula to
the right of the double arrow is called the "rightside of the biconditional".

With terms for each of the five types of complex wifs, we can now classify
wifs based on their main operator. For example, —(P) is a negation,
(PAQ) is a conjunction, (PVQ) is a disjunction, (P — @) is a conditional,
and (P < Q) is a biconditional. In addition, —(P) is a negation.

In addition to the five main types of complex wifs, by taking the literal
negation of each of these basic types, we can obtain the negated version
of each of the five types of complex wifs. For example, (P A Q) is a
conjunction. The literal negation of this wif is —=((P A Q)), a negated
conjunction. Similarly, —=(P) is a negation. The literal negation of this
wif is =(=(P)), a negated negation (or double negation).
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FEzercise 2.17

Identify the type of wif for each of the following wifs:
1. A

P eSS0

—
=)
=
>
&
<
&

2.2.9 Two Conventions Concerning Parentheses

In order to make formulas more readable, three conventions are invoked.
First, if a wif is fully surrounded by parentheses, then these outermost
parentheses may be omitted. Consider the following examples:

1. (PANQ)
2. (PVQ)
3. (P—Q)
4. (P + Q)

In each of the above wifs, the wif is surrounded by a pair of parentheses.
The first simplification convention allows for omitting these parentheses
and so each of the above wifs may be rewritten as follows:

1. PAQ
2. PV @
3. P—>@Q
4. P+ Q

The second convention for simplification involves the scope of the negation
operator. Our convention is the following:

In the absence of parentheses, let — apply to the smallest sub-
formula to its immediate right.

Here is another way of expressing this convention. Let’s introduce a way of
reading the scope of the negation operator. We will say that in the absence
of parentheses, the negation operator should be read as having narrow
scope. By "narrow scope"' what is meant is that the negation operator
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should be read as "applying" to the smallest subformula to its immediate
right. That is, in the absence of parentheses, the scope of the negation
operator should include (1) itself and (2) the smallest subformula to its
immediate right. Let’s illustrate this idea by considering the following
wifs:

1. =P

2. " PAQ
3. °(PANQ)
4. =—P

Notice that in the above wifs, parentheses are missing. For example, (1) is
typically written as —(P) rather than —P. However, with our convention
for reading the scope of negation as being narrow in hand, consider that
we read =P in the same way as —(P). That is, the scope of the negation
in =P is the entire wif. Informally, the negation "applies" to the P just
like it does in —=(P).

Next, consider (2). At first glance, this wif may appear ambiguous since
it may be read in two different ways:

2a (~(P) A Q)
2b ~((PAQ))

In (2a) the scope of the negation is =(P) but in (2b), the scope of negation
is the entire wff. However, consider how we ought to read (2) in light of
how to read the scope of negation when parentheses are absent: its scope
should extend to the smallest subformula to its immediate right. Thus,
(2) and (2a) express the same wif.

Now consider (3). Notice in this wff, parentheses surround the conjunction
PAQ. These parentheses are present to indicate that the scope of negation

extends to the entire conjunction. That is, (3) and (2b) express the same
wif.

Let’s put this point in a different way. If we want the scope of negation
to only apply to the smallest subformula to its immediate right, then we
can omit the use of parentheses. That is, if we want the negation to only
apply to "P" in P A @Q, then we write =P A Q. However, if we want the
negation to apply to more than the smallest subformula to its immediate
right, then we can use parentheses. That is, if we want the negation to
apply to the entire conjunction P A @, then we write =(P A Q).

Finally, let’s consider wff (4). This wff is =—P. This is a simplification
of =(—=(P)). How should we read the scope of the different negation op-
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erators? Fortunately for us, there is only one way. Consider the leftmost
negation. In the absence of parentheses, this negation should be read as
applying to the smallest subformula to its immediate right. The small-
est subformula is —P. What about the rightmost negation? Again, in
the absence of parentheses, this negation should b eread as applying to
the smallest subformula to its immediate right. This is P. Thus, in the
absence of parentheses, our convention makes it clear the scope of these
negations and so the use of parentheses is not necessary.

1. ~(P)
2. ~(P) A —(Q)
3. =(=(P))

Let’s conclude by considering a third convention. Some wifs are difficult
to read because of the sheer number of parentheses. In those cases, it
can sometimes be helpful to use square brackets | | and curly braces { }
instead. Let’s consider a few examples:

. P=QV({(SVR)VT)
2. 2 (PANQ)AN(LANR)NZ))

Since there are so many parentheses, some people would prefer to insert
brackets or curly braces to track where a pair of parentheses begins and
ends. With that in mind, the above wiffs may be rewritten as follows:

1. (P=>Q)V(SVRIVT)
2. {(PNQ)AN([LANR]ANZ)}

Finally, why would we ever want to simplify a wff? There are two rea-
sons. The first is readability. When a wff has many parentheses, it can
sometimes be more difficult to read than its simplified counterpart.

3. =((=(P) = =(Q)))
4. (=P = —Q)

For many people, wif (2) is easier to read than wif (1). The second reason
is it is efficiency. In contrast to wif (2) with its two parentheses, wif (1)
contains a whopping eight parentheses. It is thus less time-consuming to
write wif (2) than wif (1).

FEzercise 2.18

Make use of the above three conventions to simplify the following
wils:
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2.3 PL SEMANTICS

PL is a set of symbols and a set of syntax (formation) rules for putting
those symbols together. As such, the symbols and the wifs that are the
result of applying the formation rules are meaningless. PL gets its mean-
ing by being "interpreted". This section explains what an interpretation
is and formulates a set of rules that allow for the assignment of truth
values to wffs given an interpretation. However, before the notion of an
interpretation is introduced, we need to introduce the notion of a function.

2.8.1 Functions

What is a function? A function is a specific kind of relationship between
two groups of things. The first group of things, known as the "domain",
is composed of objects known as the function’s "inputs" or "arguments'.
The second group of things, known as the "range", is composed of objects
known as the function’s "outputs" or "values'. The relation between the
inputs and the outputs is such that each input is related to one and only
one output.

Definition 2.3.1: function

A function is a relation between two sets of things (the inputs and
the outputs) such that each input is related to one and only one
(exactly one) output.

Let’s consider an example. Consider two sets. In the first set, we have
four letters: A, B,C, D. In the second set, we have three numbers: 1,2, 3.
Now suppose we relate the two sets as follows, where A and B are in a
relation to 1, C is in relation to 2, and C is in relation to 3. Let’s illustrate
this with the example below.

The above is an example of a relation. Notice that in the above example,
each letter is related to exactly one number. No letter is unrelated and no
letter is in relation to two numbers, e.g., "A" is not in relation to numbers
1 and 2.
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Figure 2.2: In the above example, we have each letter in the inputs (do-
main, arguments) related to exactly one number in the outputs (range,
values).

Let’s consider another example. In this example, we will consider a func-
tion (let’s call it F) that relates emotional states (happy, sad) to three
activities (dancing, reading, eating). In this example, notice that while
each emotional state is related to exactly one output activity, the reverse is
not the case: not every output activity is related to exactly one emotional
state.

\
(4

Figure 2.3: Each input emotional state (happy, sad) is related to exactly
one activity (dancing, reading, eating). Notice that while each input
emotional state is related to exactly one output activity, it is not the
case that each activity is related to one emotional state.

Let’s consider some additional functions. The first function we will con-
sider is called the "lighter-color function'. This function takes a single
input color and relates it to a lighter version of that color as an output
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color. In other words, it takes a single color as an argument and relates
it to a color as a value.

Definition 2.3.2: Lightening Color Function

Given a color as input, generate a lighter color as output.

\. .

So, for example, the lightening-color function takes brown and generates
light brown.

Input Output
grey = light gray
brown = light brown

A function need not only involve one input. It may, for example, have two,
or three, or any number of inputs. For example, consider a function that
takes two colored items (red or blue) as input and produces an emotion
(happy or sad) as output:

Definition 2.3.3: Color-Emotion Function

If the color-value input of both of the colored items is blue, then
the output is happy. If the color-value input of either of the colored
items is red, then the output is sad.

Input (color) Input (color) Output (emotion)
blue blue = happy
blue red = sad
red blue = sad
red red = sad

Table 2.1: Color-to-Emotion Function

Suppose that someone’s emotions are determined according to the color-
emotion function as represented in Table 2.1 and suppose that we present
them with two different pieces of clothing, a blue shirt and a blue pair
of pants. The color-emotion function says that if the color-value input of
both items is blue, then this individual will be happy. Alternatively, if we
hand them a pair of blue pants and a red shirt, the color emotion function
says that the individual will be sad.

The output of the function is determined not by anything outside (or
unspecified by) the function. That is, a person’s happiness or sadness
(the values) are determined wholly by the input.
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Note that while a function may relate a number of inputs to the same
output, a function never relates a single input to more than one output.
Consider a function that takes two colored and patterned rectangles as
input and produces a single rectangle, which is a combination of both
rectangles as output. Since there are an infinite number of color-shape
combinations, an exhaustive set distinct diagrams is not possible, but the
examples in Figure 2.4 and Figure 2.5 serve as useful illustrations of this
function at work.

~

Figure 2.4: Example 1 of the Rectangle-Pattern Function
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Figure 2.5: Example 2 of the Rectangle-Pattern Function

Note that the function relates two different inputs to one and only one
output.

2.3.2  The interpretation function

Now that we have the notion of a function in hand, we will consider two
functions that pertain to the semantics of PL. Recall that the formal
language of PL consists of a set of meaningless symbols and rules for
putting these symbols together in the right way. Two functions supply
meaning to PL: one takes propositional letters as input and assigns truth
values to these propositional letters, the other assigns a truth value (T or
F) to a wif depending on the truth values of propositional letters and the
operators that compose that wif.

Definition 2.3.4: Interpretation of PL

An interpretation of PL is a function that takes propositional let-

ters of PL as input and assigns them a single truth value (T or F)

as output.
N

S
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Figure 2.6: The interpretation function takes all the letters of the language
of propositional logic (or those under consideration) and assigns them
exactly one truth value: T or F.

In other words, an interpretation assigns propositional letters meaning by
assigning them one and only one truth value (T or F).

A few points about the interpretation function. First, to symbolize the
interpretation function of some proposition P, we write .#(P) = T or
4 (Q) = F, which reads "P is true under interpretation .#" or "Q is false
under interpretation .#".

Second, a single propositional letter can be interpreted in two different
ways. Under one interpretation, it can be assigned a value of "T" while
under a different interpretation it can be assigned a value of "F". In other
words, if P is a propositional letter, P can be interpreted as true, i.e.,
Z1(P) =T or P can be interpreted as false, i.e., #(P) = F.

Third, an interpretation is an assignment of a truth value to every propo-
sitional letter in PL. While PL has an infinite number of propositional
letters, in practice interpretations are specified by assigning truth values to
the propositional letters that are under analysis, e.g. Z(P) =T, .7(Q) =
T,.9(R)=T,9(Z)=T

Fourth, for n distinct propositional letters, there are 2" interpretations.
Thus for 1 propositional letter, 2! = 2; for 2 propositional letters, 22 = 4,
and so on.

2.8.8 The valuation function

A second collection of functions is used to determine the truth values of all
of the wifs of PL. This collection of functions are known as "valuations".

Recall that it is the business of the interpretation function to assign truth
values to propositional letters. And, the interpretation function is a func-
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tion since exactly one truth value (T, F) is assigned to each and every
propositional letter. While the interpretation function determines the
truth values of propositional letters, the valuation function determines
the truth values of wifs.

How does the valuation function do this? The valuation function assigns
truth values to wifs in a very specific way. It does this by taking the truth
values of either the propositional letters or the subformulas that compose
the wif as input and assigning exactly one truth value (T or F) to the wif
as output. The valuation function is a function since it relates any given
truth value input to exactly one truth value (T, F) output. While the
output of the input and output of the valuation function are truth values,
the output truth value is taken to be the value (or "meaning") of the wif
itself.

The valuation function is a truth function. A truth function is a function
from truth values (as input) to exactly one truth value (as output). The
valuation function is a truth function since given any truth value input,
it will always output exactly one truth value. The valuation function also
entirely determines the truth value output of a wif by taking the truth
values of the propositional letters / subformulas that compose it as input.
In other words, the valuation function does not take anything other than
the truth values of the propositional letters / subformulas that compose
it as input. A language is said to be a truth-functional language when the
truth value of a wif is entirely determined by the truth values of the wifs
that compose it. Thus, PL is a truth-functional language.

Practically, the real question then is the following: how does the val-
uation function assign truth values to wifs? While we can specify the
truth values of propositional letters using the interpretation function, e.g.,
J(P)=T,7(Q) =F,..., how do we determine the truth values of wiffs
like P,—(P), (P A @), and so on? To answer this question, let’s start by
considering the subtle distinction between propositional letters and atomic
wifs.

A propositional letter is a symbol of PL. For example, P, (), R are propo-
sitional letters. These symbols get assigned a truth value by the interpre-
tation function. An atomic wif is a wif that is defined by the formation
rules. For example, P, @), R are also atomic wifs. As wffs, it is the respon-
sibility of the valuation function to determine their truth value. With this
in mind, let’s specify a function that takes the truth value of the propo-
sitional letter and uses it to assign a truth value to the atomic wif. This
is relatively straightforward. We can state the following;:
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More compactly: v(¢ A
) = T iff v(g) = T
and v(¢) = T, otherwise
v(pAY)=F.

v(¢) = #(R), where ¢ is R (let R be a variable for any propo-
sitional letter).

In other words, this says that the truth value of the wif ¢ is identical to
the truth value of R when ¢ is R. If P is an atomic wff, then its truth
value is determined by the interpretation of P (where P is a propositional
letter). If @ is an atomic wif, then its truth value is determined by .7 (Q),
and so on. More generally, if ¢ is an atomic wff, then the truth value of ¢
is the same as the truth value of its corresponding propositional letters.

What we have now is a specification of how the valuation function assigns
truth values to atomic wifs using the interpretation function. But what
about complex wifs? Consider the complex wit (P A Q). How does the
valuation function assign it a truth value? What we need is a specification
of a function that takes the truth values of P and @) as input, takes into
account the fact that the main operator of PAQ is the A, and then outputs
a truth value that we take to be the truth value of (P A Q).

Let’s consider how we can do this using truth values.

1. if ¢ and 1 are both T, then the conjunction (¢ A ¢) is T.
2. If ¢ is T and ¢ is F, then the conjunction (¢ A1) is F.
3. If ¢ is F and v is T, then the conjunction (¢ A v) is F.
4. If ¢ and ¢ are both F, then the conjunction (¢ A ) is F.

Notice a few things about the specification of the valuation function for
conjunctions. First, he valuation function v for conjunction takes the truth
values of ¢ and v as input and then, given that ¢ and 1 are connected
by A, it specifies the truth value of the conjunction (¢ A1) itself. Second,
notice that it always outputs a single truth value as output (this output
value is assigned to the conjunction (¢ A)). It is never the case that, for
a given input, a different output is given. Third, notice that the output
of the function is determined entirely by the truth values of ¢ and . It is
not determined by anything other than the truth values of the wifs that
compose the conjunction.

Now that we have a basic understanding of how the valuation function
works for atomic wifs and conjunctions, let’s consider how it works for
every complex wif.

Definition 2.3.5: Valuation

For any interpretation .#, a valuation (v or V) in PL is a function
that assigns exactly one truth value (T or F) to each wif in PL in
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such a way that (let ¢ and 1) be variables for any wif in PL, R be
any propositional letter in PL, and "iff" be an abbreviation for "if
and only if"):

1. v(¢) = H(R), where ¢ is R.

2. v(=(¢)) =T iff v(¢) = F, otherwise v=(¢) = F

3. v(pAY) =T iff v(¢) =T and v(¢p) = T, otherwise v(p A ) = F

4. v(pV ) =T iff v(¢) =T or v(yp) =T, otherwise v(¢p V¢p) = F

5. v(p =) =T iff v(¢) = F or v(yp) =T, otherwise v(¢p — ) =
F

6. v
v

¢ < ¥) = T iff v(¢) = T and v(y) = T, or v(¢) = F and
1Y) = F, otherwise v(¢ <> ¢)) = F

—~

Let’s briefly discuss the parts of this definition not covered earlier. First,
(2) specifies how the valuation function works for negated wifs. It assigns
negated wifs —(¢) a value of T if and only if the truth value assigned to ¢ is
F. Otherwise, —(¢) is F. So, for example, if v(P) = F, then v(—(P)) =T.
Alternatively, if v(P) = T, then v(—=(P)) = F.

Next, consider (4). This specifies how the valuation function works for
disjunctions. It assigns disjunctions ¢ V 1 a value of T if and only if the
truth value assigned to ¢ is T or the truth value assigned to ¢ is T (or both
¢ and ¢ are T). Otherwise, ¢ VV ¢ is F. So, for example, if v(P) =T and
v(Q) = F, then v(PV Q) = T. Alternatively, if v(P) = F and v(Q) = F,
then v(PV Q) = F.

Next, consider (5). This specifies how the valuation function works for
conditionals. It assigns conditionals ¢ — % a value of T if and only if
the truth value assigned to ¢ is F or the truth value assigned to ¢ is T
(or both ¢ is F and v is T). Otherwise, ¢ — 1 is F. So, for example, if
v(P) = F and v(Q) = T, then v(P — Q) = T. Alternatively, if v(P) = F
and v(Q) = F, then v(P - Q) =T.

Finally, consider (6). This specifies how the valuation function works for
biconditionals. It assigns biconditionals ¢ <> v a value of T if and only if
the truth value assigned to ¢ is T and the truth value assigned to v is T,
or the truth value assigned to ¢ is F and the truth value assigned to v is
F. Otherwise, ¢ <> 1 is F. So, for example, if v(P) = T and v(Q) = T,
then v(P <> Q) = T. Alternatively, if v(P) = F and v(Q) = F, then
P+ Q)=T.

The semantics of PL provides "meaning" to the symbols and wifs of PL.
It does this by specifying two functions: the interpretation function and
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‘ T or F to PL Letters ‘

‘ Valuation in PL ‘
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the valuation function. The interpretation function assigns truth values
to propositional letters. The valuation function assigns truth values to
wifs. We saw that the valuation function assigns truth values to wifs in a
specific way. Namely, it assigns truth values to wifs by taking the truth
values of the propositional letter (or subformulas) and the operators that
compose the wif as input and then assigning exactly one truth value (T or
F) to the wff as output. The fact that the valuation function determines
the truth value of a wif entirely by the truth values of the propositional
letters (or subformulas) and the operators that compose it is what makes
PL a truth-functional language.

FEzercise 2.19

Determine the truth value of the following wifs under the following
interpretation .# of the propositional letters: % (A) =T,.7(B) =
F.

IR B
CENENCNANERER
+ 1 <>B>
U:Jg\_/\_/

2.8.4 Truth Table Presentation of Valuation Function

Our presentation of the meaning of the symbols and wifs in PL involved
specifying two functions: the interpretation and the valuation function. A
second, and equivalent, method for presenting the meaning of the symbols
and wifs in PL makes use of "truth tables". A truth table is simply a
graphical display of the interpretation and valuation functions.

First, consider that any propositional letter P can be interpreted in two
ways. On one interpretation P can be assigned a value of T', while on
another interpretation, it can be assigned a value of F. We can display
these two interpretations of P as follows:

N
S T
Sy F

A truth table involving more than one propositional letter (e.g. P and
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Q) would take into account all of the different ways that P and @ can be
interpreted.

P Q
S T T
S T F
Sy F T
Sy, F F

Since the table can be used to express every interpretation of the propo-
sitional letters, this fact can be used to also illustrate output of the the
valuation function under each interpretation. The simplest case involves
atomic propositions. In this case, an atomic wif ¢ is true if and only if
the interpretation of the propositional letter that composes that wif is
true (otherwise it is false). Since an atomic wif is nothing more than a
propositional letter. The valuation of ¢ is identical to the interpretation

of ¢.

P P
S T T
S F F

Next, let’s show how to represent the valuation function for negated wifs.
The valuation function states that that v(—=(¢)) = T if and only if v(¢) =
F, otherwise v(—(¢)) = F. Using a table, we can represent this as follows:

P | —~(P)
T| F
|y T

Next, let’s consider conjunctions. In the case of conjunctions ¢ A 1), the
wif ¢ A is true if and only if ¢ is true and 1 is true. The wif is false in
all other cases. To illustrate, consider the wif P A R

P R PAR
T T T
T F F
F T F
FF F

Next, disjunctions. The disjunction ¢ V ¥ is true if and only if either ¢
is true or ® is true (or both are true). The wif ¢ V ¢ is false in all other
cases. To illustrate, consider the wif PV R.
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In the case of conditionals, a conditional ¢ — v is true if and only if ¢ is
false or v is true (or both). The wif ¢ — 1) is false in all other cases. To
illustrate, consider the wif P — R

P R P—R
T T T
T F F
F T T
F F T

Finally, let’s consider biconditionals. A biconditional ¢ < 1) is true if and
only if ¢ and ¢ have the same truth value. The wif ¢ <> 1 is false in all
other cases. To illustrate, consider the wif P <+ R

P R P& R
T T T
T F F
Fr T F
F F T

FEzercise 2.20

For each of the following wifs, determine if they are true or false
given the interpretation provided.

. (P)if #(P)=F

2. P->Qift #(P)=F,7(Q)=F

3. PNQit #(P)=T,7(Q)=T

4. PvQif S(P)=F,7(Q)=T

5. P Qif /(P)=T,7(Q)=T

—_

FEzercise 2.21

Create your own truth-functional operator. Make a symbol and
define it by creating your own valuation function.
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2.4 PL TRANSLATION

One of the primary goals of logic is to provide a formal language for the
evaluation of arguments. Central to this goal is the ability to translate
from a natural language (English) into a formal language. We can think
of a translation as a function that takes a sentence of a natural language
(English) and assigns it a wif of a formal language. Translations can be
good or bad. One component of a good translation is that the wif assigned
to the English sentence is true if and only if the English sentence is true.

In this section, we will consider how to translate English sentences into
PL.

2.4.1 Atomic wffs

A proposition is a sentence (or something typically expressed by a sen-
tence) that is capable of being true or false. Propositions are the basic
bearers of truth and falsity. In PL, atomic wifs are the basic bearers of
truth and falsity. That is, P, @, R, etc. are the basic bearers of truth and
falsity in PL. As such, we can translate sentences that express proposi-
tions as atomic wifs in PL.

The wif J is true (v(J) = T) if and only if #(J) = T. The wif J is
false (v(J) = F) if and only if .#(J) = F. Whether J is true or false,
thus depends upon the interpretation. Sentences that express propositions
behave similarly. The sentence "John is kind" is true if and only if John is
kind. The sentence "John is kind" is false if and only if it is not the case
that John is kind.

So, for example, the sentence "John is kind" expresses a proposition. If
John is kind, then the proposition is true. If John is not kind, then the
proposition is true false. Consider an atomic wff J. This wff behaves
similarly. The wiff J is true if and only if the interpretation of J is true.
In addition, the wif J is false if and only if the interpretation of J is false.

Two final points. First, the choice of which propositional letter to use to
translate an English sentence is arbitrary. In our earlier example, "John
is Kind" was translated as J, but the letters A, B,C, A1, and so forth
would serve just as well. Nevertheless, it is generally suggested that when
selecting a letter to translate an English sentence, one choose either the
first or the most perspicuous letter in the English sentence. For example,
J was used to translate "John is kind" rather than Z34 because it is the
only capital letter in the sentence and it is also the first letter. Similarly,
suppose one wished to translate "The man wore a hat". One could trans-
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You can even add the
negation to the end of
the sentence. "That shirt
looks mice, NOT!"

(o A1)

late this sentence as H or M as these are the most perpicuous letters in
the sentence and this selection would distinguish it from other sentences
that begin with the word "The".

Second, while every proposition can be translated as an atomic wff, the
general goal of translation is to represent as much of the logical structure
of the proposition as possible in the language of PL. As we will see, this
will require the use of more complex wifs than atomic wifs.

2.4.2 Negated wffs

Recall from the definition of the valuation function that —(¢) = T if and
only if v(¢) = F, otherwise =(¢) = F. Similarly, in English, a sentence
of the form "not-P" is true just in the case that P is false; otherwise, P is
true. For example, "It is not the case that John is kind" is true just in the
case that "John is kind" is false. And, if "John is kind" is true, then "John
is kind" is false. The proposal then is to translate sentences of the form
"not-P" (and various equivalent sentences, e.g., "It is not the case that P",
"It is false that P", etc.) as negated wifs —=(¢) in PL.

Let’s consider some additional examples. Suppose Liz sees that Tek has
been behaving very badly. She remarks "It is not the case that John will
go to heaven." If "John will go to heaven" is translated as H, then "It is not
the case that John will go to heaven" can be translated as —H. Similarly,
suppose Tek is sick. Liz is worried about him and says "It is false that
Tek is young." If "Tek is young" is translated as Y, then "It is false that
Tek is young" can be translated as =Y.

The cases examined thus far were of the form "not-P". In these cases,
some form of "not" is prefixed to the sentence. Another way to deny a
sentence is to apply it to the main verb of the sentence. For example,
suppose Tek is being cruel to others. Liz sees this and says "Tek is not
kind." This sentence does not have the form "not-K" but (1) it is taken as
another way of expressing "it is not the case that Tek is kind" and (2) the
sentence is is true just in the case that "Tek is kind" is false. As such, it
can be translated as =K.

2.4.8 Conjunctions

Recall from the definition of the valuation function that a conjunction
(¢ A1) is true if and only if ¢ and 1) are both true. It is false just in the
case that one or more of the wifs ¢ or ¢ is false. In English, a proposition
of the form "S and P" (where S and P are both propositions) if and only
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if both S and P are true. We can thus translate propositions of the form
'S and P" using (¢ A ¢). In short, conjunctions in PL capture truth-
functional uses of ’and’ in English. Therefore, if we let J stand for John
is kind, H stand for John will go to heaven, and S stand for John went
to the store, we can translate the "John is kind and John will go to the
store" as J A S. Similarly, we can translate "John is kind and John will
go to heaven"' as J A H

The order of the conjuncts does not matter. For example, J A H and
H A J are true if and only if J and H are both true, and false otherwise.
Similarly, in English, "John is kind and John will go to heaven" and "John
will go to heaven and John is kind" are true and false under the same
conditions. Namely, they are true just in the case that "John is kind" is
true and "John will go to heaven" is true.

Some English sentences only approximate the form of "P and Q" and so it
isn’t immediately clear whether or not we can translate them as PAQ. For
example, consider the sentence "Tek ate a sandwich and an apple.” Simply
splitting this sentence at the "and" gives us (1) Tek ate a sandwich and (2)
an apple. As (2) does not express a proposition, it cannot be translated
into PL. However, this sentence, and many others, are simply abbreviated
forms of a "P and Q" proposition. That is, "Tek ate a sandwich and an
apple" is a shorthand way of saying "Tek ate a sandwich and Tek ate an
apple." This sentence can be translated as S A A where S stands for "Tek
ate a sandwich" and A stands for "Tek ate an apple."

Some English sentences do not have the form "P and Q" but their truth
value is determined in the same way as a conjunction. For example,
consider the sentence "Liz loves reading, but Tek loves dancing." This
sentence is not of the form "P and Q" but it is true just in case Liz loves
reading and Tek loves dancing. As such, this sentence can be translated
as R A D where R stands for "Liz loves reading" and D stands for "Tek
loves dancing." This is not to say that there is no difference between "and"
and "but" since the latter is often used to communicate to individuals that
some contrast exists between the two propositions. However, in the case
of "Liz loves reading, but Tek loves dancing" the contrast is not relevant
to the truth value of the sentence.

Another example of a sentence that can be translated into a conjunction
but is not of the form "P and Q" is "P although Q". For example, suppose
Tek is sick. Liz is worried about him and says "Tek is sick, although he
is young." This sentence is not of the form "P and Q" but it is true if and
only if both "Tek is sick" and "Tek is young" are true. It can therefore be
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Exclusive "or"

translated as S AY. Similar to "P but Q", "P although Q" is often used to
communicate to individuals something more than the truth value of the
sentence. For example, the use of "although" is used to communicate that
Liz expects Tek to make a recovery from his sickness.

2.4.4 Disjunctions

A disjunction (¢ V v) is true if and only if ¢ is true, or ¢ is true, or both
¢ and 1 are true. It is false just in the single case that ¢ and v are both
false. In English, certain propositions of the form "S or P" (where S and
P are both propositions) are true if and only if S is true, P is true, or
both S and P are true. It is thus proposed that we can translate certain
propositions of the form "S or P" using (¢ V ).

Let’s consider some examples. Suppose Tek has been exercising regularly.
Some days he runs, some days he lifts weights, and other days he runs and
lifts weights. He utters to himself 'I will either run or lift weights today."

1. Tek runs and lifts weights.
2. Tek runs but does not lift.
3. Tek does not run, but he does lift.
4. Tek does not run and does not lift.

It is natural to say that Tek’s utterance is only false just in the case where
he did not run and he did not lift. In all other cases, his utterance is true.
We can translate this utterance as RV L where R stands for "Tek runs'
and L stands for "Tek lifts weights."

Here is another example. Suppose Tek is a new student at a university.
He is pursuing a degree in English, but he must successfully complete two
courses in mathematics. Tek is unsure which mathematics course to take
and so he consults Liz, his academic advisor. Liz looks at the courses that
fit his schedule and mathematical ability. Liz tells him "you can take logic
or statistics." Surely, what Liz says is true if Tek takes logic. It is also
true if Tek takes statistics. Finally, it is also true if Tek takes both logic
and statistics. In fact, the only case where the sentence is false is if Tek
can neither take logic nor statistics. We can thus translate what Liz says
as L'V .S where L stands for "Tek takes logic" and S stands for "Tek takes
statistics."

At first glance then, it appears that every sentence of the form "P or Q"
can be translated into PL as ¢ V1. This is not the case. Some examples.
First, suppose Tek walks into a café and asks the cashier what he can
purchase with two dollars. The cashier tells him "you can have coffee or
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bottled water." In this case, the cashier is not saying that Tek can have
both coffee and water for two dollars. Rather, the cashier is saying that
Tek can have coffee, or he can have water, but he cannot have both coffee
and water. In this case, the cashier’s is using "or" in the exclusive sense.
If we let "C" stand for "Tek can have coffee" and "W" for "Tek can have
water', then we can express what the cashier is saying as follows "C or
W, but not both C and W". To put this in a truth table, we can express
the cashier’s use of "or" as follows:

C W CorW, but not both C and W

T T F
T F T
F T T
F F F

Notice that the truth table for the cashier’s use of "or" is different from
the truth table for the inclusive use of "or". In the inclusive case, the
sentence is true in all cases except where both C and W are false. In the
exclusive case, the sentence is true only in the two cases where (1) C is
true but not W and (2) W is true but not C. These are rows 2 and 3. In
the other two cases, the sentence is false.

Given that exclusive-or expresses a different truth function than the inclusive-
or, translating a sentence of the form "P or Q" as PV @ is incorrect when
exclusive-or is being used. How then should "P or Q" be translated into
PL? There are two options. The first option is to introduce a new op-
erator (connective) into PL. Exclusive-or (XOR) is captured with the @
operator. The proposal then is that we should translate "P or Q, but not
both" and "P XOR Q" sentences as P & (). The truth table for XOR is
the following:

P Q PaqQ
T T F
T F T
F T T
F F F

Table 2.2: Truth Table: Exclusive Or

Notice that the truth table for XOR is the same as the truth table for the
exclusive use of "or" except for row 1. Since "P XOR Q" says that P or

Q is the case, but not both P or Q is the case, sentences of the form "P
XOR Q" would be false when both P and Q are the case.
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There is a second way of translating "P XOR Q" into PLthat does not
require the introduction of a new operator. However, we will postpone
this discussion to subsubsection 2.4.9.7.

In short, the use of "or" in English is ambiguous. Sometimes it is used
with the exclusive sense while other times it is used in an inclusive way.
When "P or Q" is uttered and "or" is used in the inclusive sense, then the
sentence is false in just one case: where both P and Q are false. Such a
sentence can be translated as PV @) since P V () is false just in the case
where v(P) = F and v(Q) = F. In contrast, when "P or Q" is uttered
and "or" is used in the exclusive sense, then the sentence is false in two
cases: (1) where both P and Q are true and (2) where both P and Q are
false.

In this text, we will use "or" in an inclusive way (unless we specify other-
wise). That is, we will translate "P or Q" as ¢ V ¢ where ¢ stands for "P"
and v stands for "Q". When the exclusive sense is intended, we will use
the phrase "P or Q, but not both" to indicate that we are using "or" in an
exclusive way.

There are three remaining questions. First, there is the question of how
to translate sentences that involve more than two disjuncts, e.g., PV
(Q V R). Alternatively put, how do we translate sentences that involve
more than one occurrence of "or'? This question will be addressed in
subsubsection 2.4.9.2. Second, there is the question of how to translate
sentences that make use of exclusive "or" into PL. This question we will
address in subsubsection 2.4.9.7. Third, there is the question of how to
decide whether or not a sentence is using "or" in an inclusive or exclusive
way. This is a question with no foolproof solution, but let’s consider four
different strategies for determining whether or not a sentence is using "or"
in an inclusive or exclusive way.

First, in some cases, speakers will clearly communicate that they intend
the exclusive sense of "or" by adding the "but not both" construction at the
end of their sentence. When the "but not both" construction is expressed,
then the speaker is explicit that mean to use the exclusive sense of "or".
Second, in other cases, facts about the meaning of words will make it clear
that the exclusive sense is intended. For example, suppose two sports fans
are arguing whether Messi or Ronaldo is the best soccer player. One of
them says "Messi or Ronaldo is the best soccer player." Both fans are
likely to interpret the meaning of "best" as implying a single player who is
better than all others. They do not take the meaning of the word "best" to
imply that there can be more than one best soccer player. Given this fact

74



about their language use, it is clear that the speaker intends the exclusive
sense of "or" since it is not possible for both Messi and Ronaldo to be the
best soccer player. Similarly, there is a tendency to use "or" in threats or
ultimatums, e.g., "you can either confess or I'm calling the police." Third,
some (but not all) speakers intend to use the "or" in an exclusive way
when they preface the "P or Q" construction with the word "either". For
example, suppose it is Renna’s birthday and Tek is offering her dessert.
Compare the two different sentences Tek might utter:

1. You can have cake or ice cream.
2. You can have either cake or ice cream.

In cases (1) and (2), the "or" is ambiguous, but the speaker is more likely
to intend the exclusive sense of "or" in (2).

Fourth, and finally, in some cases, contextual factors and background
information about speakers will help you decide whether "or" is being used
inclusively or exclusively. For example, suppose Tek’s daughter Renna has
been misbehaving. After dinner (one which Renna ignored most of her
vegetables), Renna asks for dessert. Renna knows that Tek is not a strict
parent, but he is also not a pushover. Tek looks at her, upset with her
and himself, and says in a stern tone "Renna, you can have cake or ice
cream" (raising his voice on the word "or"). Renna knows that Tek is
not the type of parent to give her both cake and ice cream. She also
knows that Tek is not the type of parent to give her neither cake nor ice
cream. Given the context and Renna’s knowledge about Tek as a person
(background information), Renna interprets Tek’s utterance as using "or"
in an exclusive way.

FEzxercise 2.22

Consider the following examples of English sentences that involve
the use of "or". Try to determine if they make use of the inclusive
or exclusive sense of "or".

1. Jane does not know how to read or write.

2. Suppose Tek is finishing his degree in English at university.
His tuition is expensive and is paid for by his parents. His
parents are not happy with his grades and so they tell him
"you can either get better grades or you can pay for your own
tuition."

3. You are being arrested. The police officer tells you
do this the easy way or the hard way."

"we can
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(¢ = 1)

"The ability to think con-
ditional thoughts is a ba-
sic part of our mental
equipment.. .. There’s not
much point in recogniz-
ing that there’s a preda-
tor in your path unless
you also realise that if
you don’t change direc-
tion pretty quickly you
will be eaten.” - Dorothy
Edgington.

4. You are in a heated argument with your friend. Your friend
utters "you can either apologize or we are no longer friends."

5. You are at an ice cream shop and looking over your options.
You say to yourself "I can either have chocolate or vanilla
or mint chocolate chip or strawberry or cookies and cream
or rocky road or butter pecan or pistachio or mocha almond
fudge or chocolate chip cookie dough."

6. You are expressing a preference for one thing over a group
of others. You say 'l like drawing better than painting or
sculpting or photography or writing."

2.4.5 Conditionals

Recall that ¢ — 1 is true if and only if v(¢) = F or v(¢) = T'. This means
that it is false only in one case: the case where v(¢) =T and v(¢p) = F.
To find a suitable translation for conditionals, we need to find a class of
English sentences that are false just in that one case. There are several
candidates, but the most popular are sentences of the form "if P, then Q".
That is, propositions of the form "if P, then Q" can be translated into PL
as P — @, and vice versa.

P Q| P—Q|ifP then Q
T T| T T
T F| F F
F T| T T
F F| T T

Suppose Tek says "If I buy a ticket, then I will win the lotto." In making
this claim, he is not saying "he has bought a ticket", nor is he claiming
"he will win the lotto". Rather, Tek uses the "if P, then Q" construction
to state something about the relation between these two propositions. In
saying that "If I buy a ticket, then I will win the lotto", Tek is saying that
the scenario where he buys a ticket and where he does not win the lotto
is ruled out. On this interpretation, his sentence is false just in the case
where he buys a ticket and he does not win the lotto. But this is the
same case where ¢ — 1 is false. As such, it is proposed that we translate
sentences of the form ¢ — v as "if P, then Q" and vice versa.

It is not necessary to use the "if P, then Q" construction to express a
conditional. For example, suppose Tek is sick. Liz is worried about him
and says "If Tek is sick, he will not be at the party.” This sentence is not
of the form "if P, then Q" but is rather of the form "if P, Q". This shows
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that the "then" is not necessary to express the conditional. Some other

QifP

P only if Q (see subsubsection 2.4.9.8)
In order for P, it is necessary that Q
It is sufficient for P, in order for Q

P is a sufficient condition for Q

Q is a necessary condition for P

S Ttk W

Finally, there are at least two problems with translating ¢ — v as "if P,
then Q". The first problem relates to when ¢ and ¢ are unrelated to each
other (that is, there is no relevant relation between ¢ and 1)). The second
problem concerns conditionals where the antecedent is known to be false
(counterfactual conditionals). We return to both of these problems in
subsection 2.4.7.

2.4.6 Biconditionals

Finally, recall that biconditionals ¢ < 1 are true if and only if v(¢) =
v(1). In other words, a biconditional is true whenever ¢ and 1 have the
same truth value. Propositions of the form "P if and only if Q" (which is
abbreviated way of saying "if P, then Q; and, if Q, then P") are true when-
ever P and Q have the same truth value, and so we translate sentences of
the form "P if and only if Q" as ¢ <> 1.

P Q‘PHQ‘PifandonlyifQ
T T T T
T F F F
F T F F
F F T T

For example, consider the sentence "Liz brought her umbrella if and only
if it is raining." Based on the above, this translation has the form of "U
if and only if R" and the proposal is to translate this type of sentence as
U < R. Now let’s consider the various scenarios and see whether they
match the valuation function for the biconditional:

1. Liz brought her umbrella and it is raining. The sentence is true.

2. Liz brought her umbrella and it is not raining. The sentence is false
since "U if and only if R" is false when U is true and R is false. This
is because "if U, then R" is false.

3. Liz did not bring her umbrella and it is raining. The sentence is
false since "U if and only if R" is false when U is false and R is true.
This is because "if R, then U" is false.
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If it seems strange that
v(p < ) = T when
v(@) = Fu@®) = F,
this s likely because peo-
ple find it strange that
(6 — o) = T when
v(¢) = F.

4. Liz did not bring her umbrella and it is not raining. The sentence is
true since "U if and only if R" is true when U is false and R is false.
This is because "if R, then U" is true if "R" is false and "if U, then
R" are true if "U" is false.

Another example. Suppose Tek wants to go to a party, but he will only
go if Liz is there. Tek is also Liz’s best friend and so Liz will only go to
the party if Tek is there. Tek says "I will go to the party if and only if
Liz goes." What he means is that "if Liz goes to the party, then he will
go" and "if he goes to the party, then Liz will go." Given the proposal
to translate sentences of the form "P if and only if Q" as biconditionals,
Tek’s sentence is translated into PL as P <+ L, where P stands for "Tek
goes to the party" and L stands for 'Liz goes to the party."

FEzercise 2.23

Translate the following propositions into PL
1. John is a zombie.
John is a zombie and Mary is happy.
If John is a zombie, then Mary is happy.
If John is not a zombie, then Mary is not happy.
Either John is a zombie or Mary is happy.
John is a zombie if and only if Mary is happy.
If John is a zombie and Mary is happy, then either John is a
zombie or Mary is not happy.
8. It is not the case that John is not a zombie.

N ook

2.4.7 Problems with Conditionals

In a previous section, it was remarked that translating every "if P then Q"
as ¢ — 1 feels wrong, especially when P is false. Let’s try to make this
feeling more precise. In the following subsections, we consider two different
problems with translating "if P then Q" sentences as PL conditionals.
The first stems from the fact that conditionals can be true even when the
antecedent and consequent have no relevant relation to each other. This is
especially a concern when "if P, then Q" is true in virtue of the antecedent
of the conditional is false. Let’s call this problem the Relevance Problem.
The second problem is that not every sentence of the form "if P, then Q"
should be translated as ¢ — . For some "if P, then Q" sentences, we
already know the antecedent of the conditional is false, but, contrary to
the truth table for ¢ — 1 says, we think it is worth debating whether
"if P, then Q" is true or false. Let’s call this problem the Universality
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Problem.

2.4.8 The first problem: Relevance

In this section, we consider the first problem with translating sentences
of the form "if P, then Q" as ¢ — . The problem is that if we treat the
conditions under which sentences of the form "if P, then Q" as ¢ — 1,
then we will have to accept that sentences of the form "if P, then Q" are
true even when there is no relevant relation between P and Q. To see this
more clearly, consider the truth table for ¢ — ¥

¢ Y|o—=v
T T| T
T F| F
FT| T
F F| T

Note that if ¥ is true, then ¢ — ¢ is true regardless of the truth value
of ¢. Similarly, if ¢ is false in ¢ — ¢, then ¢ — 1) is true regardless of
the truth value of ¥. This means that ¢ — 1 is true even when ¢ and
1) are not relevantly related to each other. In sum, since the truth value
of one of the two sides of ¢ — 1 is, in some cases, sufficient to determine
the truth value of the wif, the truth value of the other is, in that case,
irrelevant to the truth value of the entire wif. This runs contrary to how
many people think about "if P then Q" sentences. They contend that the
truth value of both P and Q are relevant to whether "if P then Q" is true.

Let’s summarize this problem in the form of an argument:

e Pl: v(¢p — ) =T if v(¢p) = T independent of the truth value of ¢

e P2: v(¢p = ¢) =T if v(¢) = F independent of the truth value of ¢

e IC: Since the truth value of one of the two sides of ¢ — 9 is, in some
cases, sufficient to determine the truth value of the wif, the truth
value of the other is, in that case, irrelevant to the truth value of
the entire wif.

e P3: The truth value of P and QQ are both relevant to determining the
truth value of "if P then Q" propositions (everyday conditionals).

o C: Therefore, "if P then Q" propositions (everyday conditionals)
should not be translated as ¢ — v (PL conditionals).

Let’s illustrate this problem with some English sentences. Suppose that
we do not know whether God exists or not. Tek then utters the sentence
"If rain is made of spaghetti sauce, then God exists." Since rain is not
made of spaghetti sauce, the antecedent (as a matter of fact) is false. If
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the antecedent is false, then the conditional is true. This strikes many as
strange. Even further, not only is "If rain is made of spaghetti sauce, then
God exists" true, but "If rain is made of spaghetti sauce, then God does
not exist" is also true.

Let’s consider a variation on this example from [6, p. 14]. Suppose you
and I make a bet about whether Tek can square the circle in under five
minutes. You say he can. I say he can’t. Now suppose Tek’s time is up.
We would then take

If Tek has squared the circle, then you win the bet.
to be true. And, we would take
If Tek has squared the circle, then I win the bet.

to be false. However, since it is impossible to square the circle, the an-
tecedent of the conditional is false. But, if the antecedent is false, then,
if we translate all "if P, then Q" sentences as ¢ — 1, both of the above
conditionals are true (they are both true in virtue of having false an-
tecedents). Since this is the wrong result, we have a reason to think that
not all sentences of the form "if P, then Q" should be translated as ¢ — .

A second illustration of the lack of relevance between the antecedent and
the consequent of the conditional is illustrated by conditionals whose con-
sequents are true. As noted, when the consequent of the conditional is
true, the conditional is true, regardless of the truth value of the antecedent.
To illustrate, let’s assume that we do not know whether the Bigfoot ex-
ists. It’s truth value is unknown given its elusive nature. We do, however,
know that dandelions exist on earth. Now consider the following condi-
tional: "If Bigfoot exists, then there are dandelions on earth.” Since there
are dandelions on earth, the consequent is true, and so the conditional,
irrespective of the truth of the antecedent, is true.

This result strikes many as counterintuitive because in order for the condi-
tional to be true, the truth of the consequent (the existence of dandelions)
should be relevantly related to the truth of the antecedent (the existence
of Bigfoot). However, even if the antecedent were true, it would not imply
the truth of the consequent. That is, supposing that Bigfoot did exist
(which is contrary to fact), there is nothing about the truth of this propo-
sition that would entail the existence of dandelions.
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2.4.8.1 The second problem: Universality

A second problem with translating all sentences of the form "if P, then Q"
as ¢ — 1 is that it is unclear that every sentence of that form should be
translated as ¢ — 1. One such example are counterfactual conditionals. A
counterfactual conditional is a conditional where the antecedent is known
to be false. For example, compare the following two conditionals (from
Ernest Adams):

1. If Oswald did not shoot Kennedy, then someone else did.
2. If Oswald hadn’t shot Kennedy, then someone else would have.

Sentence (1) is true since we know that Kennedy was shot. However, (1)
does not, on its own, make any claim about whether Oswald did or did
not shoot Kennedy. That is, it does not convey information that the an-
tecedent of the conditional is true or false. It leaves open whether Oswald
shot Kennedy. Conditionals of this type are called indicative conditionals
or sometimes conditionals in the realis mood as they concern statements
about what is really the case (actuality). In contrast, in sentence (2) the
antecedent is assumed to be false. It does not leave open whether Oswald
shot Kennedy. It asserts that Oswald did shoot Kennedy. In other words,
the antecedent assumes that Oswald did shoot Kennedy, but considers the
contrary-to-fact scenario where Oswald did not shoot Kennedy. Because
sentence (2) assumes a contrary-to-fact scenario, it is called a counter-
factual conditional or sometimes conditionals in the irrealis mood as they
concern statements about what is not the case (non-actuality).

So what if the antecedent is assumed false in the counterfactual con-
ditional? Why would this be a problem for translating "if P, then Q"
sentences as ¢ — Y7

Since PL is a truth-functional language, the truth value of ¢ — ¥ is
determined by the truth value of ¢ and the truth value of 1. In the case
of the conditional, the truth value of the conditional is true when ¢,
are, respectively, (T,T), (F,T), and (F,F). But while ¢ — 1 is truth-
functional, are sentences of the form "if P, then Q" truth-functional? In
asking this question, we are asking whether the truth value of "if P, then
Q" is determined by the truth value of P and the truth value of Q.

2.4.8.2 A Defense of the Conditional

Part of understanding the meaning of a proposition is knowing the circum-
stances under which the proposition is true. With respect to wifs of the
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Argument 1

form ¢ — 1, the circumstances under which this wif is true are expressed
by the valuation function. It was suggested that the circumstances under
which English propositions of the form "if P, then Q" are also expressed
by that same valuation function.

1; g P;Q P Q if P, then Q
T F F T T T
F T T T F F
F F T F T T
F F T

However, it is sometimes thought that while rows 1 and 2 of the truth
table capture the circumstacces under which "if P, then Q" is true and
false respectively, there is a problem with rows 3 and 4. The intuition is
that while "if P, then Q" sentences are not false at rows 3 and 4, it feels
wrong to say they are true.

Let’s try to address this concern by considering several arguments that
sentences of the form "if P, then Q" are true when the antecedent is false.
After considering these arguments, we will turn to flesh out the feeling
that sentences of the form "if P, then Q" should not be true when the
antecedent is false.

First, consider P — P when v(P) = F. If we accept the translation to "if
P, then P", then what we have is not a sentence saying that P is the case,
but one saying that if P is the case, then P is the case. Surely, sentences
of this form are true. But notice that P can be true or false. When P
is true, we have the first row of the truth table: T — T. This row is
uncontroversial. But, P can also be false: F' — F'. This is the fourth row
of the truth table. This row is controversial. But, if we believe that all
sentences of the form "if P, then P" are true, then we have a reason to
accept that the fourth row of the truth table is true.

A similar argument can be provided for row 3. Consider (P A R) — P.
This wif is surely true since it is a version of the P — P wif we just
considered. It says "if P and R are the case, then P is the case'. Let’s
focus on the antecedent of this conditional and suppose that v(PAR) = F
because v(P) = T and v(R) = F. We know that when one of the conjuncts
of a conjunction is false, the conjunction is false. Since the conjunction is
false, the antecedent of the conditional is false. In other words, we have a
wif F — P, where F' is the truth value of the antecedent. Let’s focus on
the consequent. We stated that v(P) = T'. Since P is true, the consequent
of the conditional is true. In other words, we have a wif ' — T, where
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F' is the truth value of the antecedent and T is the truth value of the
consequent. In short, we have a conditional whose truth value assignment
corresponds to the controversial third row of the truth table. Consider a
less formal example. Suppose "P" stands for "Paul is angry" and "R" for
"Robert is sad", then (P A R) — P is translated as "If Paul is angry and
Robert is sad, then Paul is angry". This proposition is true for the same
reason that "if Paul is angry, then Paul is angry" is true. Therefore, we
have a reason to accept that the third row of the truth table is true.

Let’s consider a second argument for why rows (3) and (4) should be true.
Intuitively, sentences of the form "if P, then Q" express propositions. That
is, they are either true or false. While it is uncontroversial that rows (1)
and (2) are true and false respectively, it is controversial whether "if P, then
Q" should be true at rows (3) and (4). However, it is more controversial
to say that they are false. If Tek says that "if it rains, I will bring my
raincoat" but it does not rain, we certainly do not take Tek to have said
something false, regardless of whether he brought his raincoat (row 3) or
did not bring his raincoat (row 4). In short, if every proposition is either
true or false, and "if P, then Q" sentences express propositions, and "if P,
then Q" sentences are not false when P is false, then they must be true.

A third argument goes as follows. First, it might start by saying that it
is difficult to determine whether sentences of "if P, then Q" are true or
false on rows (3) and (4). Nevertheless, provided there is no reason to
think that they are false, we should accept that they are true. Second,
it might invite us to consider that the primary goal of logic is to identify
"good arguments" from "bad arguments". One feature of a good argument
is that the conclusion follows from its premises. That is, which arguments
are valid. Surely one argument that is valid has the following form: if
P, then Q, P; therefore Q. Now if evaluating "if P, then Q" sentences as
true when P is false led to the consequence that this argument is invalid,
this would be a disasterous consequence that would go directly against
the central aim of logic.

But, suppose the truth value of the wifs are determined in accordance
with the third line of the conditional. That is, v(P) = F' and v(Q) =T
and so v(P — Q) = T. Even if this is the case, then it will never be the
case that v(P — Q) =T and v(P) = T and v(Q) = F. Thus, treating "if
P, then Q" statements as true when P is false and @ is true will never yield
invalid arguments. Thus, while we might not have a compelling reason to
treat "if P, then Q" sentences as though they were true when P is false, we
don’t have a compelling reason not to treat them as true either as they
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Argument 4

This example comes from
volume 1 of [/, p. 34]

"The worst defects of
the truth-functional con-
ditional don’t show up in
mathematics." - Dorothy
Edgington[3]

Argument 5

This is an approach artic-
ulated by [7].

do not lead to invalid arguments.

A fourth argument involves a consideration of mathematical claims and
what are called "generalized conditionals". Consider the claim that "if a
number is larger than 5, then it is larger than 3".. This sentence can be
translated into the more perspicuous universal sentence "for every number
x, if x > 5, then = > 3". This sentence has the effect of asserting not one,
but an unlimited number of conditionals. Some of these include:

. If 17 is larger than 5, then 17 is larger than 3.
. If 6 is larger than 5, then 6 is larger than 3.
. If 4 is larger than 5, then 4 is larger than 3.
. If 2 is larger than 5, then 2 is larger than 3.

N R

Since 'for every number x, if x > 5, then x > 3" is true, then each of
these conditionals is true. But notice that in the case of sentence (3),
the antecedent is false, but the consequent is true. This corresponds to
row (3) of the table. In the case of sentence (4), both the antecedent and
consequent are false. This corresponds to row (4) of the table. Thus, we
have a reason to accept that "if P, then Q" sentences are true at rows (3)
and (4).

The fifth and final argument we will consider for why the feeling "if P, then
Q" is true at rows 3 and 4 invites us to recall that "if P, then Q" sentences
do not say that "P" is true or "Q" is false. Rather, they assert a relation
between P and Q, namely that it is false to say that P and not-Q are the
case. In this way, sentences of the form "if P, then Q" can be understood
as a type of promise. Namely, they are a promise that you will not find P
and not-Q together. One way of understanding the circumstances under
which conditionals are true is to think of truth conditionals as unbroken
promises and false conditionals as broken promises.

To illustrate the connection between promises and conditionals, let’s begin
by supposing that God exists, awakens you from your slumber one evening,
and tells you the following:

If you are kind, you will go to heaven.

For convenience, let’s abbreviate "you are kind" as K and "you will go
to heaven" as H. What is God telling you? God is saying that it will
not be the case that you are kind and fail to go to heaven. This can be
rephrased as a promise. God is saying "I promise that if you are kind, you
will go to heaven." Now if we understand true conditionals as unbroken
promises and false conditionals as broken promises, then we can consider
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the circumstances under which the conditional is true and false. Let’s
consider each of these circumstances in turn.

First, suppose that all of your life, you are very kind. You help your
neighbors, you give to the poor, and you smile at everyone you see. That
is, it is true that you are kind. Now, when you die, you go to heaven. That
is, it is true that you go to heaven. We said that a false conditional is like
a broken promise and a true conditional is like an unbroken promise. So,
has God broken his promise? No, God kept his promise. Therefore, the
conditional is true under this interpretation.

K H if K, then H

T T T
T F
F T
F F

Next, suppose that all of your life, you are very kind. You help your
neighbors, give to the poor, and smile at everyone you see. That is, it
is true that you are kind. But, when you die, you do not go to heaven.
Instead, you are thrust into the hottest fires in hell. That is, it is false
that God sends you to heaven. Has God kept his promise? No, in uttering
the conditional, God claimed that the scenario where you are both kind
and not on your way to heaven would not come about. But, that scenario
did come about since you were kind and you are now burning in the fires
of hell. We said that a false conditional is like a broken promise and a
true conditional is like an unbroken promise. Therefore, the conditional
is false.

K H if K, then H

T T T
T F F
F T
F F

At this point, none of this should be surprising since rows 1 and 2 are
uncontroversial. So, now let’s consider a third scenario. Suppose that
you are not kind. You make life harder for your neighbors, you steal
from the poor, and you scowl at everyone you see. But, when you die,
God sees what a pitiful wretch you are and decides to send you to heaven
anyway. Has God, in sending you to heaven, broken God’s promise? No.
In uttering the conditional, God was affirming that a certain scenario
would not come about, namely the scenario where you are both kind and
not in heaven. That scenario did not come about since you were not
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God did not assert that
he would send you to
heaven if and only if you
were kind.

kind. We said that a false conditional is like a broken promise and a true
conditional is like an unbroken promise. Therefore, if a false conditional is
like a broken promise and a true conditional is like an unbroken promise,
and God has not broken his promise, then the "if K, then H" sentence is
true.

K H if K, then H
T T T

T F F

F T T

F F

Finally, suppose that you are not kind. Again, you are a cruel person,
diabolical to the core. And, when you die, God sees what a pitiful wretch
you are and decides not to send you to heaven. Instead, God throws you
into the darkest corners of hell. Has God, in sending you to hell, broken his
promise? The answer is no. In uttering the conditional, God claimed that
the scenario where you are both kind and not on your way to heaven would
not come about. That scenario did not come about since you were not
kind. We said that a false conditional is like a broken promise and a true
conditional is like an unbroken promise. Therefore, if a false conditional is
like a broken promise and a true conditional is like an unbroken promise,
and God has not broken his promise, then the "if K, then H" sentence is
true.

H if K, then H

o e 3R

Sl Nl
HHATH

And so, if we treat true conditionals as unbroken promises and false con-
ditionals as broken promises, then we have a reason to accept that the
third and fourth rows of the truth table are true.

2.4.9 More Complex Translations

In this section, more complex translation sentences in English are trans-
lated into PL. We restrict this discussion to sentences of the following
form:
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English Translation

P and Q and R (PANQ)ANRor PA(QAR)
PorQorR (PVQ)VRor PV(QVR)
P and Q or R (PANQ)VRor PA(QVR)
neither P nor @ -PA-Q

not both P and @ (P A Q)
P or @, but not both | (PVQ)A—=(PAQ)

P only if @ P—Q
P even if Q P
P unless @ PvQ

2.4.9.1 Pand Q and R

In an earlier section, we noted that propositions of the form "P and Q"
are straightforwardly translated into PL as P A ). This was because the
truth of "P and Q" depends on the truth of both P and Q in such a way
that "P and Q" is true if and only if "P" is true and "Q" is true (it being
false in all other cases). This is the same behavior we find in conjunctions
of the form P A Q. This wif is true just in the case that v(P) = T and
v(Q) = T, and false in all other cases. Speakers however chain together
sentences with the use of "and" or some equivalent. That is, there are
sentences of the form "P and Q and R" or the more abbreviated "P, Q,
and R".

When speakers chain together propositions using "and", these sentences
are true just in the case that each proposition connected by "and" is true.
That is, "P and Q and R" is true just in the case that "P" is true, "Q" is
true, and "R" is true. This is the same behavior we find in conjunctions
of the form (P A Q) A R. This wif is true just in the case that v(P) =T,
v(Q) = T, and v(R) = T, and false in all other cases. We thus can
translate chains of propositions connected by "and" as conjunctions of
conjunctions.

A few examples. Suppose Tek utters "Liz is happy and Renna is happy
and I am happy." This sentence is true just in the case that "Liz is happy"
is true, "Renna is happy" is true, and "Tek is happy" is true. In PL, this
sentence can be translated as (L A R) AT. In order for L A R to be true,
L and R must both be true. In order for (L A R) AT to be true, L A R
must be true and 7' must be true. In sum, (L A R) AT is true just in the
case that L is true, R is true, and 7' is true. Thus, a good translation of
"Liz is happy and Renna is happy and I am happy" is (LA R) AT.

One more example. Suppose Liz is very hungry after her morning run. She
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says "l am going to have eggs and toast and orange juice for breakfast."
This sentence can be interpreted as a chain of sentences all connected by
the use of "and". That is, the sentence is an abbreviated version of the
sentence "Liz is going to have eggs for breakfast and Liz is going to have
toast for breakfast and Liz is going to have orange juice for breakfast."
Based on our proposal for translating chains of sentences connected by
"and", the sentence should be translated as (E A T) A O. Notice that
the placement of the parentheses does not impact the accuracy of the
translation. That is, (E AT) A O and E A (T A O) are both true just in
the single case that E is true, T is true, and O is true.

2.4.9.2 PorQorR

We have considered how to translate sentences of the form "P and Q and
R". What about sentences of the form "P or Q or R"? Translation can be
done in exactly the same way, replacing each instance of "or" with the V.
Let’s consider a few examples.

Suppose Tek plans to exercise today. He is in great shape and so is
considering what activities will be a part of his workout for the day. Tek
says "l will lift or bike or stretch." We interpret what he says as "Tek will
lift or Tek will bike or Tek will stretch." Since we know that Tek is in great
shape, it is very well likely that Tek will do all of these actions. Therefore,
we take Tek to be using "or" inclusively. Tek’s utterance is true provided
he does at least one of the actions (if he does more, then the sentence is
still true). In PL, we translate Tek’s utterance as (LV B)V.S or LV (BVS)
as these wifs are true provided at at least one of the following is true: L
is true, B is true, S is true.

2.4.9.3 Pand Qor R, Por @ and R

In addition to sentences that contain chains iterations of "and" or chains of
"or", there are some sentences that employ both "and" and "or". Suppose
Tek wakes up early and goes to a restaurant for breakfast. As he enters
the restaurant, he sees a sign that reads DAILY SPECIAL: PANCAKES OR
BACON AND EGGS. Tek is quite confused since the sign can be read in
several different ways. First, Tek must decide whether the "or" in the
sign is to be interpreted inclusively or exclusively. If the "or" is to be
interpreted inclusively, then the Daily Special is quite generous since Tek
could order everything: pancakes and bacon and eggs. However, if the "or"
is to be interpreted exclusively, then Tek’s options are more limited. Let’s
suppose that "or" is to be read exclusively. Let’s update the daily special
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sign using "XOR'" to indicate that the "or" should be read exclusively:
DAILY SPECIAL: PANCAKES XOR BACON AND EGGS

Tek’s recognition that the Daily Special sign can be read in two different
ways based on the ambiguous use of "or" does not end Tek’s confusion.
Here is a second problem. Tek does not know the scope of XOR. That
is, Tek still does not know which one of the following two options is the
Daily Special:

1. pancakes XOR (bacon and eggs).
2. (pancakes XOR bacon) and eggs.

To illustrate both of these readings of the Daily Special, consider the
following scenario where reading (1) is intended. Suppose Tek asks about
the Daily Special. The waiter says the following: "Our pancakes are
gourmet pancakes. They are the best in the world. So, if you order these
pancakes, you will only receive these pancakes, neither bacon nor eggs."
However, if you don’t like pancakes, you can order bacon and eggs without
pancakes. In this scenario, the waiter clarifies the Daily Special to make
it clear that the choice is between (a) just pancakes and (b) bacon and

eggs.

In contrast, suppose reading (2) is intended. The waiter might clarify the
Daily Special as follows: "The Daily Special comes with eggs, but you
can choose between pancakes or bacon (you cannot have both)." In this
scenario, the waiter clarifies the Daily Special to make it clear that the
Daily Special comes with eggs and the choice is between (a) pancakes and
(b) bacon.

Now that we have sorted through the two layers of confusion, how do we
translate (1) and (2) into PL? First, let’s translate "and" in the typical
way and "or" using @ to express exclusive "or". The result is the following:
P @ B A E. All that is left is to settle the scope of the operators as it is
reflected in the two readings of the sentence:

' N
PA(B®E)
/)\ J
{ P and B or E }
— <
(PANB)® E
. J

On interpretation (1), the proper translation is P & (B A E). On inter-
pretation (2), the proper translation is (P @ B) A E.

89

Assuming the price is the
same, interpretation (2)
is a much better option
for the consumer since it
allows the consumer to
order both pancakes and

€ggs.



2.4.9.4 Neither P nor @

Propositions of the form "neither P nor Q" are true just in the case that
P is false and @ is false. In other words, "neither P nor Q" is another way
of saying "not-P and not-Q". In translating this sentence into PL, the
goal is to select a PL-wff that is true just in the case that "neither P nor
Q" is true. The most straightforward translation then of "neither P nor
Q" is =P A —Q as this wif is true just in the case that P is false and @ is
false. Another way of translating "neither P nor Q" is as —=(P V Q). Both
translations are equally good because both propositions are true just in
the case where P is false and @ is false.

PQ| - PAN-Q [~ (PVQ)
T T F T F F T |F T T T
T F F T FT F |F T T F
F T T F F F T |F F T T
F F T F T T F |T F F F

To illustrate, let’s consider two examples. Suppose Liz is worried about
Tek. She confides in her friend that she isn’t sure what is going on with
him, telling her friend that "Tek is neither happy nor angry." What Liz is
asserting is that it is not the case that Tek is happy and it is not the case
that Tek is angry. We can translate this into PL as either =H A = A or
—(H Vv A). Both translations are equally good because both are true just
in the case that H is false and A is false.

Let’s consider a second example. Suppose Tek has been working for a
company for several years now. In the previous year, he was denied a
raise due to "budget issues'. This year he has broached the issue of a
raise or a promotion once again. Nevertheless, he is pessimistic about the
outcome. In talking to a friend, Tek says the following "I will neither get
a promotion nor a raise." What Tek is asserting is that it is not the case
that he will get a raise and it is not the case that he will get a promotion.
We can translate this into PL as either =R A =P or =(R V P). Both
translations are equally good because since both are true just in the case
that R is false and P is false.

2.4.9.5 mnot both P and @Q

Sentences of the form "not both P and Q" are denials of the sentence "P
and Q". That is, "not both P and Q" says that "P and Q" is false. If that
is the case, then whenever "P and Q" is false, then "not both P and Q"
is true, and vice versa. With this in mind, let’s recall when "P and Q" is
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P Q PandQ P Q not both P and Q
T T T T T F
T F F T F T
F T F F T T
F F F F F T

We now have a sense of when "not both P and Q" is true. How should
these sentences be translated into PL? Some new students to logic are
tempted to translate "not both P and Q" as either =P A—(Q or as P A Q.
Both of these translations are incorrect. First, as we saw in the previous
section, =P A =@ is true when both P and Q are false. However, in the
truth table for "not both P and Q", notice that this sentence is true in
the row where P and Q are false. In addition, as we saw in the previous
section, =P A =(Q) best captures sentences of the form "neither P nor Q".
Second, =P A @ is also incorrect since this sentence is false when P is false
and Q is true. But, again, if we examine row 3 of the truth table for "not
both P and Q", we see that this sentence is true when P is false and Q
is true. So, what is the correct translation of "not both P and Q"? The
correct translation is (P A Q). Sentences of the form "not both P and
Q" are negations not merely of one of the conjuncts of the conjunction
but of the entire conjunction. The negation is placed in front of the entire
conjunction to express that the entire conjunction is false.

Let’s consider some examples. Suppose you are in college and you are
registering for classes. Two classes you would like to take are PHILO12 -
LOGIC and PHIL126 - METAPHYSICS. However, when you try to sign
up for them, you receive an error that says that since these two classes
are at the same time, it says "it is not the case that you can enroll in both
PHILO012 and PHIL126." In this scenario, you are able to enroll in PHIL012
but not PHIL126. Alternatively, you are able to enroll in PHIL126 but
not PHILO012. And, you are also able to enroll in neither course. But, it
is not the case that you can enroll in both courses. The following wif can
be used to translate "it is not the case that you can enroll in Logic and
Metaphysics": =(L A M).

Suppose Tek’s daughter Renna wants dessert. Tek tells her "it is not the
case that you can have both cake and ice cream.” What Tek says is false
in exactly one case. This is the case where Renna can have both cake and
ice cream. The case where she has both cake and ice cream is CAI. Thus,
Tek’s statement is false when C A I is true. To express the case when his
statement is true, we only need to negate the entire wif. In other words,
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and so "you cannot have both cake and ice cream" is best translated as
-(C A I).

2.4.9.6 mnot P and @Q

Consider sentences of the form "not P and Q". At first glance, we might
be tempted to take sentences of this form as a version of "not both P and
Q", where the "both" is excluded to for the purpose of brevity. On this
reading, sentences of this form should be translated as —(P A Q). For
example, suppose Tek and Renna are planning her birthday. He might
say to his daughter that "It is not the case that she can have cake and
ice cream.” Renna would be correct to interpret Tek as saying "It is not
the case that I can have both cake and ice cream." In this case, Tek’s
utterance is best translated as =(C A I).

On the other hand, sentences of the form "not P and Q" might be inter-
preted as not denying the entire conjunction, but only the first conjunct
of the conjunction. For example, suppose Tek’s home has a gable vent
that birds have been using to enter his attic. Tek must acquire supplies to
fix the vent. There are two locations: FixItCity and HammerTown. After
a quick internet search, Tek says "It is not the case that FixItCity is open,
but HammerTown is open." This sentence has the form "not-F and H",
but Tek means to deny that FixItCity is open and assert that assert that
HammerTown is open. In this case, Tek’s utterance is best translated as
-FANH.

The general point then is that sentences of the form "not P and Q" are
ambiguous. They can be interpreted as denying the entire conjunction or
as denying the first conjunct and asserting the second conjunct. In the first
case, the sentence is best translated as =(P A Q). In the second case, the
sentence is best translated as - P A ). Nevertheless, there are some clues
for deciding between the two translations. First, if the sentence is of the
form "not P and Q" and the speaker is denying the entire conjunction, then
the speaker is likely to use the word "both" in the sentence. For example,
"It is not the case that you can have both cake and ice cream." Second,
if the sentence is of the form "not P and Q" and the speaker is denying
the first conjunct and asserting the second conjunct, then the speaker
may use the word "but" or "while" rather than "and" in the sentence. For
example, "It is not the case that FixItCity is open, but HammerTown
is open." Third, if the sentence is of the form "not P and Q" and the
speaker is denying the first conjunct and asserting the second conjunct,
then the speaker may attach the negation to the main verb of the first
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sentence rather than prefix the entire "and" sentence with a negation. For
example, "FixItCity is not open, but HammerTown is open."

2.4.9.7 P or @, but not both

In an earlier section of this chapter, two different senses of "or' were
distinguished. The first sense was the inclusive sense of "or". With respect
to the inclusive sense of "or" sentences of the form "P or Q" are translated
as PV Q. The second sense was the exclusive sense of "or". When "or" is
used exclusively, sentences of the form "P or Q" express "either P or Q,
but not both P and Q".

In the section on disjunctions, we asked how to translate "P or Q" sen-
tences when "or" was being used in the exclusive sense. In that section, we
noted that there were at least two ways. The first way involved introduc-
ing a new operator: @. So, "P or Q" ("or" used exclusively) is translated
as P ® Q. However, in that section, we mentioned that it was possible
to translate "P or Q" ("or" used exclusively) without introducing a new
operator.

Let’s consider a few examples. Suppose Tek says to Liz "you can have
cake or ice cream, but not both." Let C stand for "you can have cake"
and I stand for "you can have ice cream". Then Tek’s statement can be
translated as C' @ I. Here is another example. Suppose Liz says to Tek,
"either you pay me the money you owe me or I will sue you." Let P stand
for "you pay me the money you owe me" and S stand for "I will sue you'".
Then Liz’s statement can be translated as P & S.

The second approach is to recall that when "or" is used exclusively, then
"P or Q" expresses "P or Q, but not both P and Q". We can thus translate
"Por Q"as PV Q, "not both P and Q" as =(P A @), and then connect
both wifs together with A (which is expressed by the word "but"). Thus,
we can translate "P or Q, but not both P and Q" as (PV Q) A—=(P A Q).

Let’s consider use the examples we used earlier involving Tek and Liz.
First, suppose Tek says to Liz "you can have cake or ice cream, but not
both." Tek’s statement can be translated as (C'V I) A =(C A I). Next,
consider Liz’s utterance to Tek: "either you pay me the money you owe me
or I will sue you" This sentence is translated as follows: (PV.S)A—(PAS).
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FExercise 2.2

Translate the following sentences into PL. Use the following key:
R = "Renna is happy", H = "Renna is hungry", T = "Tek is happy",
and L = "Liz is happy"

1.

NP

Renna is happy and Tek is happy and Liz is happy.
Renna is happy or Tek is happy or Liz is happy.
Neither Renna nor Tek is happy.

Renna is not both happy and hungry.

Tek is happy or Liz is happy, but not both.

FExercise 2.25

Translate the following sentences into PL. Create your own trans-
lation key for each sentence.

1.

2.4.9.8

Propsositions of the form "P only if Q" are typically translated as P — Q
or as =) — —P. To see why this is the case, let’s consider a few examples:

Playing golf is a bourgeoisie sport and a waste of time and
not a good use of land.

I don’t like running or biking or swimming.

The government is neither a wise protector nor a benevolent
parent.

Playing golf is neither beneficial for one’s health nor does it
promote sportsmanship.

It is neither just nor practical to ignore the needs of the poor.
We can either raise taxes or cut spending, but not both.

P only if Q

1. The match will light only if there is oxygen in the room.
2. The car will start only if there is gas in it.
3. I will pass this class only if I attend every class.

In case (1), what is being said is not that "if there is oxygen in the room,
then the match will light". It is not saying that oxygen is sufficient (or
enough) to make the match light. Rather, it is saying that "if the match
lights, then there is oxygen in the room." In other words, it is saying that
the match being lit guarantees that there is oxygen in the room. Given
this way of thinking about (1), the correct translation of (1) is as follows:
M — O.
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Another way of putting (1) is to say that oxygen being in the room is a
(necessary) condition for the match to light. On this account, oxygen is
a requirement for the match lighting so without the oxygen, the match
will not light. To be more explicit, (1) says that "if it is not the case that
there is oxygen in the room, then the match will not light." In thinking
about (1) in this way, it seems natural to translate (1) as =0 — =M.

With the proposal that propositions of the form "P only if Q" are trans-
lated as either P — @ or as =) — —P, let’s consider the remaining
examples listed above. Proposition (2) is nearly identical to prpoosition
(1). It says that "if the car starts, then there is gas in it." Gas being in
the car is a (necessary) condition for the car to start but it being in the
car does not guarantee the car will start. In other words, it may be true
that the car has gas but false that the car starts since the car’s starting
depends upon several other conditions, e.g., the ignition works. So, just
like in the case of (1), sentence (2) should be translated as the conditional
C — GorasG— ~C.

Finally, let’s consider sentence (3). For the purpose of illustration, let’s
assume that the class the student is taking has a strict attendance policy:
missing one class means automatic failure. When the student says 'l
will pass the class only if I attend every class", they are not saying that
attending every class will guarantee that they receive a passing grade.
That is, (3) should not be translated as "if I attend every class, then I
will pass this class": A — P. Rather, what is instead is that attending
every class is a (necessary) condition for passing: perhaps many more
things are required, e.g., getting a passing grade on every exam, doing the
homework, etc. With that in mind, (3) is more naturally understood as
saying "if I will pass the class, then I will attend every class."

One question that might be asked is whether there is any difference be-
tween the two translations of "P only if Q". To test this, we check to see
whether P — ) and —() — —P are true and false under every interpreta-
tion:

PQl P> Q | - Q — =P
T T T T T F T T F T
T F T F F T F FF F T
F T F T T F T T T F
F F F T F T F T T F

Notice above that whenever P — @ is true (or false), so is =@ — —P. So,
since the truth values of the wffs match under every interpretation, the
two ways of translating "P only if Q" are equally good.
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2.4.9.9 P even if Q

Propositions of the form "P even if Q" express the fact that P is the case
and the truth value of () has no bearing on the truth value of P. That
is, if ) is true, then P is true, and if @) is false, then P is true. There are
several ways of translating sentences of this form into PL.

The first, and simplest, is to translate take "P even if Q" as saying "P
regardless of Q". On this approreading the sentence is "P is the case
regardless of whether Q is true or false." With that in mind, we can
translate "P even if Q" sentences as simply saying "P is the case".

A second option is to take "P even if Q" as shorthand for the much longer
utterance "if Q then P and if not-Q then P"'. On this reading, we translate
both conditionals and then combine them with A. That is, we translate
"P even if Q" as (Q — P) A (=Q — P). Both translations are equally
good since whenever P is true, then (Q — P) A (=@ — P) is true and
whenever @ is false, then (Q — P) A (-Q — P) is false.

A few examples. First, suppose Tek says "Liz will go to the party even
if Mary goes". Liz is saying that regardless of whether Mary goes or
not, Liz will be at the party. We thus can translate this sentence as
emphatically saying L. On the other approach, we can read the sentence
as shorthand for saying the much longer "if Mary goes to the party, then
Liz will go to the party and if Mary does not go to the party, then Liz
will go to the party." On this reading, we can translate the sentence as
(M — L)AN(-M — L).

Second, suppose Renna is speculating on stock prices. She believes that
stock XYZ will go up even if the economy faulters. She tells her clients that
"the price of stock XYZ will go up in price even if the economy faulters."
As mentioned before, Renna may be interpreted as saying "the stock XYZ
will go up regardless of whether the economy faulters or not". On this
reading, her utterance can be translated as simply saying "the price of
stock XYZ will go up." On the other reading, her utterance expresses the
longer "if the economy faulters, then the price of stock XYZ will go up and
if the economy does not faulter, then the price of stock XYZ will go up."
On this reading, her utterance can be translated as (E — S) A (-E — 5).

2.4.9.10 P unless @

One of the more perplexing group of sentences to translate into PL are
sentences of the form "P unless Q". It is commonly suggested that "P
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unless Q" is another way of saying "P or Q". Since "P or Q" is ambiguous
between an inclusive and exclusive reading, this suggests that "P unless
Q" is also ambiguous between the two readings.

Let’s consider whether this is the case with some examples. First, suppose
Tek and Liz were dating, but recently ended their relationship on bad
terms. Vic has invited Tek to a party, but there is the possibility that Liz
will attend. Tek tells Vic the following: "I will attend the party, unless
Liz is there." We would likely judge this sentence false in two cases: (1)
Tek and Liz both attend the party and (2) neither Tek nor Liz attend the
party. If we represent this in a table, the truth function corresponds to
the same function as the exclusive or.

Tek attends Liz attends Tek attends unless Liz attends.

T T F
T F T
F T T
F F F

However, another way of reading Tek’s utterance that "I will be at the
party, unless Liz is there" is that he is saying "if Liz is not at the party,
then I will be at the party." Let’s consider when this sentence is true using
a table (notice that the sentence is "Liz is not at the party"):

Tek attends Liz attends Liz does not attend if Liz is not at the party, then I will be at the party

T T F T
T F T T
F T F T
F F T F

Notice that the above truth function corresponds to the same function as
the inclusive or.

In sum, "P unless Q" is ambiguous between two different possible readings.
It may be translated as P @& @ where "or" is being used in the exclusive
sense or PV ) where "or" is used in the inclusive sense.

FExercise 2.26

Translate into PL
1. John is happy, Mary is tired, and Frank is surprised.
2. John is happy or Mary is not tired or Frank is not surprised.
3. Neither John is happy nor Mary is tired.
4. Either John is happy or Mary is tired, but not both.
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5. John knows how to dance only if pigs know how to fly.

I will be at the party even if the party is cancelled.

7. Suppose we are Tek’s friend. We want him to come to our
birthday party. Unfortunately, while Tek wants to go to a
party, he will not come without Liz. He tells us the following
"T will go to the party only if Liz goes." Suppose Tek clarifies
himself by saying "if he is at our party, then Mary is at the
party." What are the two equally good ways of translating
Tek’s utterance "P only if L".

8. Suppose it is raining and Tek says "It rains only if I have my
umbrella". What conclusion can you draw about whether Tek
has his umbrella if Tek’s sentence is true.

e

2.5 END OF CHAPTER EXERCISES
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Exercise 2.27

= 89 =

—_ =

12.
13.

14.

F O PPN

List all of the symbols of PL

How many propositional letters are there in PL?

Is the following a wff in PL: (=(P) — —(Q))?

Use the PL formation rules to prove that (=(P)V —(Q)) is a wif
in PL.

What is the difference between an atomic wff and a complex
wit?

What is the scope of the leftmost occurrence of — in (—(P) V
~(@)?

What are all of the subformulas of (=(P) V =(Q))?

What is the main operator of a wif?

What is the main operator of (=(P)V —(Q))?

What is the literal negation of (—(P) V —=(Q))?

How would you represent the following wif using the conventions
for making wifs more readable: (((—=P)V Q) A R)

What is a function?

Can the input (item in a domain) of a function be related to
more than one output (item in the range)? Why or why not?
What would be wrong with saying that there is a function that
relates letters A, B, C (the inputs) to numbers 1, 2, 3 (the out-
puts) whereby A is related to 2, B is related to 1, and C is related
to 27



15.
16.

17.

18.
19.

20.

21.

What is an interpretation in PL?

Can a single propositional letter P be assigned a truth value of

both T and F' under a single interpretation?

If a single propositional letter P receives an interpretation, is

there anything wrong in saying that P is neither true nor false?

What is a valuation in PL?

What is the difference between a valuation and an interpreta-

tion?

Using the valuation function, what is the truth value for P — Q

if v(P)=T and v(Q) = F?

How would you translate the following English sentences in PL:
a) It is not the case that John is happy.

b) If John is happy, then Mary is happy.

c¢) John is happy and Mary is happy.

d) John is happy or Mary is smart.

e) John is happy if and only if Mary is happy.
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PL TRUTH TABLES

In the first chapter, it was noted that there are two informal tests for
determining whether or not arguments are valid or invalid: the intuition
and imagination tests. With respect to the imagination test, it was said
that an argument is identified as deductively valid if and only if it was
impossible to imagine a scenario where all of the premises were true and
conclusion false. If it is possible to imagine such a scenario, then the
argument is invalid. It was also noted that the “imagination test” has
numerous problems: the use of the imagination test will occassionally
produce the wrong results, some arguments are so large that it can be dif-
ficult to imagine the argument in its totality, and biases often obstruct an
individual’s openness to consider scenarios that would make the premises
true and the conclusion false. What we would like then is a test that
yields the same result every time, that does not rely upon the limited
imaginative powers of human beings, and that works independently of
human bias.

In this chapter, an alternative method for determining the validity of an
argument is proposed. This alternative method is the method of truth
tables. Let’s begin by defining a truth table.

Definition 3.0.1: truth table

A truth table for PL is a table that provides a graphical way of
representing a valuation of a wif or set of interpretations.

In the previous chapter, we saw truth tables when we represented the
definition of the valuation function for the various types of complex wifs.
For example, the valuation function for conjunction was represented as
follows:

¢ YoNY dVY d=Y do ¢
T T| T T T T
T F| F T F F
F T| F T T F
F F| F F T T

Truth Table 3.1: Truth Table: Conjunction, Disjunction, Conditional,
and Biconditional

A truth table can be used to determine whether sets of wifs have certain
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properties. The manner in which they can do this is “mechanical”, namely
they can be used, in a finite number of steps, to determine whether some
set of wifs has some property (e.g. validity).

3.1 DETERMINING THE TRUTH OF A WFF

To understand how to use the method of truth tables, we first need to
know how to determine the truth value of any complex wiff. To do this,
consider that a complex wif is composed of subformulas and some of these
subformulas are propositional letters. Here then is our method:

1. Use the interpretation of propositional letters to assign truth values
to the propositional letters in the wif

2. In the order in which the wff 3 is constructed, assign truth values to
B’s subformulas ¢1, ¢g, ... using (1) the truth values of the subformu-
las 1)1, 9, ... that construct ¢1, ¢2, ... and (2) the valuation function
that corresponds to the operator introduced in the construction of

¢17 ¢)27 M

Both of the steps of this method are a mouthful. If you don’t understand
them at first, do not worry, we will break each step down and consider
several examples of how the steps work.

Let’s start with the wif P A Q where .#(P) = T and .#(Q) = F. Step
1 tells us to assign truth values to the propositional letters in our wif
P A @ using our interpretation. Essentially, we are using the valuation
function on the propositional letters using the interpretation as input.
To illustrate, let’s write out our wff and write the truth values of the
propositional letters under the propositional letters in the wff. That is,
since #(P) =T and #(Q) = F, write T under P and F under Q.

P AQ
T F

That concludes step 1 of our method. Next, let’s perform step 2. We will
attack this step in two stages:

1. Construct the wif using the formation rules

2. In the order in which the wff is constructed, assign truth values to
subformulas of the wif using (1) the truth values already assigned
to subformulas and (2) the valuation function.

First, construct P A @ using the formation rules:

1. P, @ are wifs (since all propositional letters are wifs)
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2. Since P and @ are wifs, (P A Q) is a wif (since any two wifs ¢,
can be combined to create a wif (¢ A1)

Next, we will assign truth values to subformulas in the same order in
which we constructed the wif. Our wif was constructed in two steps. The
first step of our construction stated that the propositional letters P and
Q are wifs:

1. P, Q are wifs. (Truth values already assigned!).

The second step of the construction created the conjunction PAQ. So we
will use the truth values of P and @ (which have already been determined)
and the valuation function for the conjunction to assign a truth value to
the subformula P A Q.

2. Since P and @ are wifs, (PAQ) is a wif. (If v(P) =T and v(Q) = F,
then v(PA Q) = F).

Let’s break this step down. To determine the truth value of P A @ we
needed two things. First, we needed the truth value of P and Q. Second,
we needed the valuation function for conjunction where the leftside of the
conjunction is true and the rightside of the conjunction is false. Let’s look
at the truth values for the operators.

V[ pAY

ESIES B B RS
NN S
SRS TSl

We can again represent how we have gone about determining the truth
value of PAQ using a table. Let’s write the truth value assigned to PAQ
under the operator for conjunction. Writing it under the conjunction will
indicate that the subformula P A @) has that truth value.

P A Q
T F F

Before considering more complex examples, let’s return to our two-step
process of determining the truth value of complex wffs. First, we take an
interpretation and use that interpretation to determine the truth value of
the propositional letters in the wif. Second, we then determine the truth
values of the subformulas of that wif in the same order in which that
wif was constructed. To determine the truth values of those subformulas,
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we use the valuation function that corresponds to the operator in that
subformula and the truth values that are assigned to the subformulas
that create the subformula whose truth value we are trying to determine.

Let’s consider another example. In this example, our focus will be more on
using the method rather than understanding the definition of the method.
To start, consider a simple example of how to determine P — —R under
a single interpretation of P and R: #(P) = T and .#(R) = F. First,
we write out the formula or set of formulas you want to test (see Truth
Table 3.2).

P —- - R

Truth Table 3.2: Truth Value for P — =R

Next, we write the truth values below propositional letters. Since .#(P) =
T, write T under P and since .#(R) = F, write F' under R.

P —- - R
T F

Next, we want to assign truth values to the subformulas. The question
then is whether we determine the truth value of =R or P A =R first. To
decide, you should again consider how the wif is constructed:

1. P, R are wifs.
2. Since R is a wif, then =R is a wif.
3. Since P,—R are wifs, then P A =R is a wiff.

Now that we see that —R is constructed before P A =R, the truth value
of =R should be determined before P A =R. Our next step then is to
use the truth value assigned to R and use this truth value along with the

valuation function for negation to determine the truth value of =R (see
Truth Table 3.3).

P —- - R
T T F

Truth Table 3.3: Truth Value for P — R

The last step is to determine the truth value of the largest subformula
in the wff. More frankly, which truth values should we use to determine
what truth value we write under the right arrow? Should we use the truth
values written under P and R or the truth values written under P and = R?
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To determine this, we should again consider how the wff is constructed.
When P — —R is constructed, it is constructed using P and —=R. The
truth values assigned to these subformulas then are the ones that should
be run through the conditional valuation function. Since v(P) = T and
v(=R) =T, we should write 7" under the rightarrow:

P —- - R
T T T F

Truth Table 3.4: Truth Value for P — - R

Exercise 3.28
Let v(P) =T, v(R) = Fand v(S) =T

1. - P—=R

2. =(PV R)

3. =(=P + S)

4. PN R

5. (PV R) <» S

6. PV-R

7. °(PV R) +» (WP AN —R)
8 -(P—S)—R

9. =SV S

10. (P - R) —» —W

3.2 THE TRUTH-TABLE METHOD

In the above examples, the truth value of complex wifs are determined
under one interpretation of the propositional letters. The truth-table
method, however, is more general than this as it allows for determining the
truth value of wifs under all admissible interpretations of the propositional
letters. For example, consider the following wif: =PV —R.

First, write out all of the propositional letters in the formula in a separate
column and the formula or formulas you want to test to the right of it:

P R\~ PV - R

Second, consider the different possible interpretations for the propositional
letters in a wif:

Third, for each row, write the truth values under the corresponding letter
in the row. In our example, P is T in row 1. Therefore, you should write
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T under every P in row 1. In row 2, P is also T. Therefore, you should
again write T under every P in row 2. In row 3, P is F. Therefore, you
should write F under every P in row 3. Finally, P is F in row 4. Therefore,
you should write F under every P in row 4. This same process should be
performed for every propositional letter in the wif.

P R|- PV =R

T T T T
T F T F
T F T
F F F F

Truth Table 3.5: Truth Table for =PV =R

Fourth, for each row, determine the truth value of the subformulas in that
row. Earlier in this chapter, we saw how to do this for a complex wff under
one interpretation. Now we are going to do it for multiple interpretations
(multiple rows). Let’s consider this for one row in our example. Take row
1. At row 1, we have the truth values of P and R in the table. The next
step is to determine the truth value of either =P or —R since these are
the next two subformulas that we would construct in order to construct
the wif =P A =R. Notice that P is T at row 1. We would thus use that
truth value along with the valuation function for negation to determine
the truth value of =P. This would be F. We would then write F under
—P. The same step should be performed for =R at row 1. This should be
done for each row in the table.

P R\~ PV - R
T T|F T F T
T F|F T T F
F T|\T F F T
F F|T F T F

Truth Table 3.6: Truth Table for =PV =R

Now that we have determined the truth value for =P and —R, use the
truth values assigned to these subformulas to determine the truth value
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of =PA—R for each row in the table. Let’s consider row 1. Notice that the
truth value of =P is F and the truth value of =R is F. Using these truth
values and the valuation function for disjunction (V), we determine that
the truth value of =P A =R at row 1 is F. Therefore, write F under the
disjunction operator in row 1. This same procedure should be performed
for each row in the truth table.

P R\~ P V =~ R
T T|\F T F F T
T F|F T T T F
rT|\T FT F T
F F|\T F T T F

Truth Table 3.7: Truth Table for =PV =R

Our truth table is complete. Truth Table 3.7 shows the truth value of
=P V =R under all of the different ways that P and R can be interpreted
in PL.

FEzercise 3.29

Determine the truth values of the following wiffs under all of the
different ways that the propositional letters in that wif can be in-
terpreted.
1. P—= R
(PANR)— R
-—(P<+< R)VZ
-PV-Q
~(P A Q)
(P& Q) AP —~Q)
P — (=P A—-Q)
(P& Q) A (P Q)
=P A (P ¢ —Q)
(P Q)= (PV-Q)

2 e >0

—_
=

3.3 TRUTH-TABLE ANALYSIS

Thus far, we have shown how to use truth tables to determine the truth
value of a complex wif under an interpretation. Truth tables have an
additional use in that they can be employed to determine whether a cer-
tain wif or set of wifs has a certain property. This, it will be shown, is
useful for it allows us a way to determine whether propositions, groups
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of propositions, or arguments in English have properties that interest us,
e.g. whether an argument is deductively valid.

3.8.1 Contingency, Tautology, Contradiction

Consider whether the sentence "either there is an apple in my house or
there isn’t" is true or false. If there is an apple in my house, then this
sentence is true. And, if there is not an apple in my house, then this "or"
sentence is true. What we have then is a sentence that is always true
regardless of whether "there is an apple in my house" is true or false.

But now notice something remarkable. Suppose we translate the "either
there is an apple in my house or there isn’t" as AV —A. And, further,
suppose instead of considering the specific sentence "there is an apple in
my house" (which we translated as A), we consider any sentence / wiff
that has the form AV —A. Let’s represent this as ¢ V —¢. Notice that
just as AV —A is always true, we can substitute any sentence / wif for
¢ in ¢ V —¢ and the resulting sentence / wff will always be true. This is
because if ¢ is true, then ¢ V —¢ is true. And, if ¢ is false, then ¢ V ¢ is
true. Let’s test this with an example where we replace "Tek is dancing"
for ¢:

© OV o

o Tek is dancing or Tek is not dancing.

e Suppose "Tek is dancing" is true. It follows that "Tek is dancing or
Tek is not dancing" is true.

e Suppose "Tek is dancing" is false. It follows that "Tek is dancing or
Tek is not dancing" is true.

o Therefore, "Tek is dancing or Tek is not dancing" is always true (it
is true regardless of whether "Tek is dancing" is true or false).

What we have found then is a sentence / wif that is always true, not
in virtue of what it says, but always true in virtue of its form or struc-
ture. It is a sentence that is true regardless of the truth values assigned
to the sentences that compose that sentence. Let’s call these sentences
"tautologies". Similarly, some sentences are always false in virtue of their
form, e.g., "the apple both exists and does not exist". Such sentences are
false regardless of the truth values assigned to the sentences that compose
that sentence. Let’s call these sentences "contradictions". Finally, there
are sentences that are neither always true nor always false. Rather, their
truth value depends upon the truth value of the sentences that compose
that sentence. Let’s call these sentences "contingencies".

Since propositional logic makes use of wifs rather than sentences, let’s
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tautology (always true)
R

proposition =————— contradiction (always false)
contingency (sometimes true, sometimes false)

define tautologies, contradictions, and contingencies in PL:

Definition 3.3.1: PL-Tautology

A wif ¢ is a PL-tautology (a logically valid formula) if and only if
¢ is true under every interpretation.

For example, PV —P is a PL-tautology. It is a wif that is true under every
interpretation of P.

[ Definition 3.3.2: PL-Contradiction ]

A wif ¢ is a PL-contradiction if and only if ¢ is false under every
interpretation.

For example, P A =P is a PL-contradiction. It is a wif that is false under
every interpretation of P.

Definition 3.3.3: PL-Contingency

A wiff ¢ is a PL-contingency if and only if ¢ is neither always false
under every valuation nor always true under every interpretation.

For example, P A @ is a PL-contingency. It is a wif that is neither a PL-
tautology nor a PL-contradiction. The truth value of P A @ is true under
some interpreations of P and () and false under other interpretations of
P and Q.

The next step is to determine, for any given wif ¢, whether ¢ is a PL-
tautology, PL-contradiction, or PL-contingency. To make this determina-
tion, we can use a truth table. We can simply construct a truth table for
the wif ¢, then check whether the wif is true under every interpretation
(tautology), false under every interpretation (contradiction), or neither
true nor false under every interpretation (contingency). Let’s consider
each logical property and then an example.
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Definition 3.3.4: Truth-Table Test for Tautology

A truth table for a PL-tautology will have T under its main operator
for every row (or in the case of no operators, under the propositional
letter).
S T
Earlier, it was claimed that PV —P is a tautology. Let’s use a truth table
to test this claim.

B lias1ae)
N NI<
N |
S lias 1 ae)

P |
T
F

Notice that in every row under the main operator of PV —P, the truth
value is T. Therefore, PV —P is a tautology according to the truth-table
test for tautology.

Definition 3.3.5: Truth-Table Test for Contradiction

A truth table for a contradiction will have all Fs under its main
operator (or in the case of no operators, under the propositional
letter).
S T
Earlier, it was claimed that P A =P is a contradiction. Let’s use a truth
table to test this claim.

i1 Rav
| >
N |
Bl 1lav

P |
T
F

Notice that in every row under the main operator of P A =P, the truth
value is F. Therefore, P A =P is a contradiction according to the truth-
table test for contradiction.

Definition 3.3.6: Truth-Table Test for Contingency

A truth table for a contingency will have at least one T and at least
one F under its main operator (or in the case of no operators, under
the propositional letter).
A o
Earlier, it was claimed that P AQ is a contingency. Let’s use a truth table
to test this claim.

110



e B N B!
N N0
NN
M N>
DR R

If we look under the main operator for P A @, it is not the case that every
row is T or every row is F. Instead, we have at least one T and at least
one F. Therefore, P A @ is a contingency according to the truth-table test
for contingency.

Let’s consider one final illustration for a wff that we might not imme-
diately know whether it is a contradiction, tautology, or contradiction.
Consider (=P — —Q). Is the following wff a contradiction, tautology, or
contradiction:

PQI- (- P = - Q)
T T|F F T T F T
T FIF F T T T F
F T|T T F F F T
F F|I[F T F T T F

The main operator of =(—=P — —Q) is the leftmost negation. Using the
truth table method, we check every row to see whether each row is T (in
which case it would be a tautology), whether each row is F' (in which case
it would be a contradiction), or whether there is at least one T and at
least one F (in which case it would be a contingency). The truth table
for =(=P — —Q) shows that this wif is a PL-contingency since there is at
least one T" and at least one F' under the main operator.

FExercise 3.30

Using the truth-table method, determine whether the following wifs
are tautologies, contradictions, or contingencies
1. -P — P
2. (PAN=P)ANQ
3. P& —R
4. P— (PVQ)
5. -—PAP
6. 7(PV —R)
7. P—(Q—P)
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8. R— R
9. (P - Q)N (—-Q — —P)
10. (-PA-Q)AP

3.8.2  Consistency

Consider the sentences "John is tall' and "Mary is happy". Can both of
these sentences be true at the same time? Sure. If John is tall is true and
Mary is happy is true, then they are both true. Now consider "John is an
elephant" and "John is not an elephant". Can both of these sentences be
true at the same time? If "John is an elephant" is true, then "John is not
an elephant" is false. Alternatively, if "John is an elelphant” is false, then
"John is not an elephant" is true. So, it appears that there is no way for
both of these sentences to be true at the same time. Let’s say that a set
of sentences is consistent (or the sentences in the set are consistent with
each other) if and only if all of the sentences in the set can be true at the
same time. If a set of sentences is not consistent, then that set would be
inconsistent.

set of sentences — consistent
inconsistent

Surely, there are cases where determining whether a set of sentences is
consistent or inconsistent is important. A politician may make a collection
of promises to their constituents. They may try to sway one swath of
voters with one set of promises and another swath of voters with a different
set of promises. Is the set of all of those promises consistent? Or, is the
politician not capable of making good on all of their promises? Knowing
that the set of promises made by the politician is inconsistent gives us
grounds for doubting whether the politician is trustworthy. A scientific
theory may make certain observable predictions about the world. When
those predictions conflict with observation, there is an inconsistent set
consisting of (1) the scientific theory, (2) its predictions what the world
will look like if the scientific theory is true, and (3) our account of what
the world actually looks like. Knowing that not all three can be true, at
least one must be false. Perhaps the scientific theory is mistaken. Perhaps
how we derived the predictions from the theory is wrong. We know that
we sometimes fail to accurately describe what we observe, so perhaps our
account of what we think the world actually looks like is wrong. Last, but
not least, being able to determine if a set is consistent or inconsistent may
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be helpful for revising our own stock of beliefs. We surely believe many
things. We may have beliefs about our future, about religion and politics,
about the nature of reality, or even about what movies or music are worth
consuming. It is more than likely that this set of beliefs is inconsistent
but we fail to recognize it. If we are interested in repairing or minimizing
this inconsistency, a first step is to recognize where it occurs. Once we
have done this, we can take the necessary steps of deciding how to revise
our beliefs or whether some beliefs ought to be given up.

Let’s return to logic. In PL, a non-empty set of wifs is consistent in PL
provided all of the wifs in the set are true under at least one interpretation.

Definition 3.3.7: Consistency

A non-empty set of wifs {41, @2, ..., ¢} is consistent if and only if
each wif in {¢1, @2, ..., Pn} is true under at least one interpretation.

Two points. First, we are defining consistency for non-empty sets of PL
wifs. It would not be defined for other kinds of sets, e.g., sets of strings,
sets of numbers, the empty set. Second, a set with a single wif that
is either a contingency or a tautology would be consistent, while a set
consisting of a contradiction would not be consistent.

More concretely, the set {PAQ, PV Q} is consistent since there is at least
one interpretation of P and ) where each wif in that set is true: this is
the interpretation where .#(P) = T, .#(Q) = T. One way to determine
whether a set is consistent is to use a truth table. We can do this by
constructing a single truth table with all of the wifs in the set and then
check whether there is at least one row where all of the wifs in the set are
true.

Definition 3.3.8: Truth-Table Test for Consistency

A truth table shows that a non-empty set of wifs {¢1, ¢2,...,dn}
is consistent when there is at least one row on the truth table
where each wif in {¢1,¢9,...,¢,} is true. Otherwise, the set is
inconsistent.

Here is the truth table for {P A —Q, P — -Q}
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In examining the truth table above, notice that there is at least one row
of the truth table where each of the wffs in this set are true (row 2). Since
this is the case, the truth-table test for consistency determines this set to
be consistent.

Let’s consider another example where it might not be immediately obvious
whether the set is consistent. Let’s consider the set {P, PV Q,=(PAQ)}.
To begin, we should construct a single truth table that determines the
truth value of each of these wifs.

P QIP| PV Q | - P A - Q
T T|T| T T T F T FF T
T F|T| T T F F T FTF
F T|F| F T T T F F F T
F F|F| F F F T F T T F

To check to see whether the set of wifs is consistent, identify the main
operator of each wff (or, if there are no operators, simply look at the
letter). Next, go row by row and check whether all of the wifs are T
at that row. Row 1is T, T, F. Row 2is T, T, F. Row 3 is F, T, F.
Row 4 is F, F, T. If there is a row where all of the wifs are T, then the
test determines the set to be consistent. Otherwise, the set is determined
to be inconsistent. In this example, since there is no row where all of
the wifs are T (we do not have T, T, T in at least one row), the set
{P,PV Q,-(P AQ)} is inconsistent.

As a final example, let’s consider whether the following set is consistent:
{P - Q,~RVQ,RA-Q}. This example is somewhat more complicated
in that (1) the set consists of three complex wifs and (2) the truth table
will require 8 rows instead of the usual 4 rows.

If you go row by row, examining the truth of each wff in the table, you

will see that there is no single row where each of the wifs in the set is true.
The table thus shows that this set of wifs is inconsistent.
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P Q R| P = Q -~ R VvV Q R A - Q
T T T| T T T FTTT T F F T
T T F| T T T T F T T F F F T
T FT| T F F F TFTF T T T F
T F F| T F F T F T F F FTF
FTT| FTT FTTT T F F T
FTF| FTT T F T T F F F T
F FT| F T F F T FF T T T F
F F F| F T F T F T F F FTF

FExercise 3.31

Using a truth table, determine whether the following sets of wifs is
consistent or inconsistent.
1. PQ
PAQ,P
PVvQ,PNQ
P,PNQ,-PANQ
-PA-R,~(PVR)
P,P— R RVP
PV R -R,-P
-P— R, R— —-P
-—P—>R R—>Z 7
A+ C,-CV-A

P e SO0

,_.
e

FExercise 3.32

The following questions are designed to help you better understand
the definition of consistency as well as make connections between
consistency and other logical properties.

1. Suppose a set I' and I" consists of a single wif ¢. Recall that
every wif is either a PL-contingency, PL-tautology, or PL-
contradiction. Under what scenario is I' consistent?

2. What are some scenarios (other than the ones mentioned at
the beginning of this section) where it might be useful to know
whether a set of sentences is consistent?

3. Show that ¢ A ¢ is a contradiction if and only if {¢,1} is
inconsistent.

4. Suppose a set " and T" contains at least two wifs ¢ and . Also
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suppose that it is unknown whether ¢ is a PL-contingency,
PL-tautology, or PL-contradiction, but it is known that
is a PL-contradiction. Is I' consistent, inconsistent, or is it
impossible to decide given that we do not know the status of

?.

3.3.8 FEquivalence

Consider the sentences "John is tall and Mary is happy" and "Mary is
happy and John is tall'. Intuitively, these two sentences say the same
thing. More precisely, they always have the same truth value: whenever
one is true, the other is true; and, whenever one is false, the other is false.
Let’s say that a set of sentences is equivalent (or the sentences in the set
are equivalent to each other) if and only if all of the sentences always have
the same truth value.

equivalent

set of wifs
not equivalent

Surely, there are cases where knowing that a set of wifs is equivalent is
important. Let’s consider two. First, suppose Tek and Liz are running
against each other for a position on the local school board. You are a
journalist assigned with covering the election. Before interviewing each
candidate, you take a few moments to review statements about what each
candidate believes and what they plan to do if elected. Each candidate
wants to "enrich students' and "encourage critical thinking". Each can-
didate believes in "strong schools" and is "supportive of teachers". The
candidates’ platforms are, if you take them at their word, equivalent. If
they are equivalent, voters might wonder why it is worth their time to
vote at all. As a journalist who desires to create interest in the election,
you decide to ask each candidate questions designed to tease out where
their views diverge.

Suppose there are two theories 77 and T5 about the creation of the uni-
verse. On the surface, the two theories seem to make different claims
about the world. T} accounts for the creation of the universe by positing
an all-knowing but not all-loving being. T accounts for the creation of
the universe by positing an all-loving but not all-knowing being. From
one perspective, the theories are not equivalent since 77 says something
that T denies, and vice versa. But, from another perspective, they are
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equivalent. Suppose Tek is focused on what each theory says about the
observable world. Tek has a ball in his hand and plans to drop said ball.
He asks a supporter of 77 what will happen, and the supporter says it
will fall to the earth. When asking a supporter of T what will happen,
the supporter also says it will fall to the earth. Both theorists disagree
endlessly about whether the ball’s falling to the earth is due to an all-
loving or all-knowing being, but Tek could care less about this squabble.
What is important to Tek are the practical consequences of each theory.
So long as each theory makes the same observational predictions about
moving bodies, each theory will be true and false under the same scenarios
that are relevant to Tek. And, if that is the case, then the theories are
equivalent.

Let’s return to logic. In PL a set of wifs is equivalent provided all of
the members of the set have the same truth value (T or F) for every
interpretation.

Definition 3.3.9: PL-Equivalence

A set of wifs T" is PL-equivalent if and only if there is no interpre-
tation .# where the valuation of the wffs in I' fail to have the same
truth value. A set of wifs I' is not PL-equivalent if and only if there
is at least one interpretation .# where the valuation of the wifs in
I" fail to have the same truth value.

For example, the set {P A Q,Q A P} is equivalent since P A Q and Q A P
have the same truth value on every interpretation of P and ). That is,
for every way of going about assigning T and F to P and @), whenever
v(PAQ) =v(QAP). That is, whenever P A Q is true, Q A P is true, and
whenever P A Q is false, Q A P is false.

One way to determine that this is the case is to use a truth table. We can
do this by constructing a single truth table with all of the wifs in the set
and then check whether their truth values are the same for each row.

Definition 3.3.10: Truth Table Test for Equivalence

A truth table shows that a set of wifs {¢1,¢2,...,¢,} is PL-
equivalent when the truth values of ¢1, ¢2, ..., ¢, are the same for
each row in the table. Otherwise, the set is not equivalent.

Here is the truth table for {P A Q,Q A P}:
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To determine if the set is equivalent, examine the truth value of each wif
for every row of the table:

In row 1, (P A Q) =v(Q A P)
In row 2, v(PAQ) =v(Q A P)
In row 3, v(PA Q) =v(Q A P)
Inrow 4, v(PAQ) =v(Q AN P) =

T
F
F
F

W=

Since the truth values of the wiffs are the same in each row, the truth-table
test determines the set {P A Q,Q A P} to be equivalent.

Let’s consider another example. Suppose we wanted to know whether
{P — Q,—P V Q} is equivalent. Rather than trying to guess, we might
use the truth-table test for equivalence to determine whether the set is
equivalent or non-equivalent.

PQ|l P - Q | - PV Q
T T| T T T F T T T
T F| T F F F T F F
F T| F T T T F T T
F F| F T F T F T F

The truth-table test for P — @ and —P V ) shows these two wifs to be
equivalent since v(P — @) = T whenever v(-P V Q) = T and v(P —
Q) = F whenever v(-PV Q) = F.

Finally, let’s consider one more example. When testing whether a set
of wifs is equivalent, it is often common to only test two wifs. For this
reason, it is common to talk of two sentences being equivalent rather
than a set of sentences being equivalent. However, in this example, let
evaluate whether a set containing the following three wifs is equivalent:

{P—Q,~PVQ,~(PNQ)}.

In determining whether the set is equivalent, check whether the wifs have
the same truth value at each row. In this example, this set is not equiva-
lent. Notice that in row 1, while P — @ and =PV Q are T, =(P A Q) is
F.

118



PQ|l P - Q | - PV Q [~(P A Q)
T T| T T T FTTT |FT T T
T F| T F F F T FF |TT F F
F T| F T T T FT T |TF F T
F F| F T F T F T F |TF F F

FExercise 3.33

Using a truth table, determine whether the following sets of wifs is
equivalent or not equivalent.

1. P@

2. P,——P

3. PbPVP

4. PNQ,Q — P

5. "PA-R,~(PV R)
6. PP— R RVP

7. PV R, -R,—-P

8 - P—R R— P
9. —-P—-RR—ZZ

,_.
e

PVR,P—R,P+~ RPAR

Exercise 3.3/

The following questions are designed to help you better understand
the definition of equivalence as well as make connections between
equivalence and other logical properties.

1. Suppose a set I' and I" consists of a single wif ¢. Is I' PL-
equivalent? Look closely at the definition of PL-equivalence.

2. What are some scenarios (other than the ones mentioned at
the beginning of this section) where it might be useful to know
whether a set of sentences is equivalent?

3. If ¢ and ¢ are equivalent, does it follow that ¢ <> ¥ is a
tautology?

4. Suppose a set I' and I' contains at least two wifs ¢ and .
Suppose that ¢ is a contradiction and ¢ is the negation of a
tautology. Is I' equivalent?

5. If ¢ <> 1), does it follow that ¢ and ¢ are equivalent?

6. Create a set of wifs that is consistent but not equivalent.
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3.8.4 Semantic Entailment

Consider the argument "If the money is missing, then Tek is a crook.
Tek is a crook. Therefore, the money is missing." Does the conclusion of
this argument follow from the premises with necessity? It does not. It is
possible for the premises of this argument to be true and the conclusion
false. When an argument has this property, it is said to be invalid. What
about this argument: "If the money is missing, then Tek is a crook. The
money is missing. Therefore Tek is a crook?" Does the conclusion of
this argument follow from the premises with necessity? It does. It is
impossible for the premises of this argument to be true and the conclusion
false. When an argument has this property, it is said to be wvalid.

valid
argument

invalid

Surely, there are cases where it is important to know whether or not an
argument is valid or invalid. Tek is a philosopher. He has all sorts of
arguments for the existence of God. The people who read his books, lis-
ten to his talks, and take his classes are presented with these arguments.
Suppose these individuals had no prior beliefs concerning the existence of
God. When faced with these arguments for God’s existence, should these
individuals now accept that God does exist? Well, it seems that whether
they should or they shouldn’t depends upon the quality of Tek’s argu-
ments. And, the quality of Tek’s arguments depend upon at least three
things: (1) are the premises of his arguments true, (2) are the premises
relevantly related to the conclusion, and (3) does the conclusion follow
from the premises? With respect to (3), one way that a conclusion can
follow from the premises is with necessity. That is, if the argument is
valid, then the conclusion follows with necessity. And so, whether or not
someone should have certain beliefs (e.g., a belief in God) at least partially
depends upon whether or not an argument is valid.

Let’s return to logic. One of the logician’s tasks is to make clear what it
means for the conclusion to follow from a set of premises. To some extent,
we have already made progress in this effort through the introduction of
the idea of deductive validity. Nevertheless, we can be even more precise
by defining what it means for an argument to be "valid" in the language
of propositional logic by introducing the notion of semantic consequence.
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Definition 3.3.11: semantic consequence

A wif ¢ is a semantic consequence in PL of a set of wifs I' (viz.,
I' = ¢) if and only if there is no interpretation .# in which all of the
members of I' are true and ¢ is false. If there is an interpretation
in PL such that all of the members of I" are T and v(¢) = F, then
¢ is not a semantic consequence of I', viz., I' |~ ¢.

The double turnstile = ("models" or "entails") expresses the fact that there
is no interpretation of the wifs to the left of the turnstile such that these
wifs are true and the wif to the right of the turnstile is false. Thus, when ¢
is a semantic consequence of I', we write I' = ¢. When ¢ is not a semantic
consequence of I'; we write I' £ ¢

For example, @ is a semantic conequence of {P — @, P}. That is, P —
@, P E Q. This is because there is no interpretation such that v(P — Q)
and v(P) are T and v(@Q) is F. In contrast, P is not a semantic consequence
of {P — @, P}. That is, P — @,Q E P. This is because there is an
interpretation such that v(P — @) and v(Q) are T and v(P) is F.

But how do we know that this is the case? And, how would we go about
checking other cases? One way to determine whether a wff ¢ is a semantic
consequence of a set of wifs I' is to use a truth table. We can do this by
constructing a single truth table with all of the wifs in I' and the wif ¢.

Definition 3.3.12: Truth-Table Test for Semantic Consequence

A truth table determines that I' = ¢ if there is no row in the table
where all of the members of I are T and ¢ is F. If there is a row
where all of the members of I" are T and ¢ is F, then I' [~ ¢.

Let’s consider some examples. First, it was claimed that P — Q, P =
Q. To test whether this is the case, let’s construct a single truth table
consisting of all of the wifs in the following set: {P — Q, P,Q}.

P Q| P - Q |P|lQ
T T| T T T |T|T
T F| T F F |T|F
FT| F T T |F|T
F F| F T F |F|F

Now, let’s check whether there is at least one row where P — @ and P
are T and @ is F.
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1. In row 1, all of the wifs are T.

2. Inrow 2, P — @ and P are not both T.
3. Inrow 3, P — @ and P are not both T.
4. In row 4, P — @ and P are not both T.

In examining this table, we see that there is no row where P — ) and P
are T and Q) is F. Therefore, () is a semantic consequence of P — @ and P.
That is, P — @, P = Q. Insofar as the notion of semantic consequence
captures the idea of an argument being wvalid and this captures part of
what it means for a conclusion to "follow from" a set of premises, we can
say that ) follows from the premises P — () and P. In other words,
arguments of the form P — @, P therefore ) are valid.

Next, it was claimed that P — Q,Q [~ P. To test whether this is the
case, let’s construct a single truth table consisting of all of the wifs in
the following set: {P — @Q,Q, P}. Notice that we do not include the =
or [~ in our truth table. Or, if it was included, it would only serve as
a placeholder for the wif that is said to be the semantic consequence of
another set of wifs.

NN NN
NN NO
NN
NNTN
NN N[O
NN N[O
N NN

Let’s check whether there is at least one row where P — ) and Q are T
and P is F. If there is such a row, P — @, Q [~ P. If there is not such a
row, then P — @, Q = P. Notice that in row 3 P — @ and @ are both
T and P is F. Therefore, P is a semantic consequence of P — (), ). That

is, P = Q,Q £ P.

Let’s consider one final example. Consider the claim that P — @, =(P V
Q) E P. If P is a semantic consequence of P — Q,—(P V @), then there
should be no row where P — @Q,—(PV Q) are T and P is F. If P isn’t
a semantic consequence of P — @, (P V @), then there will be at least
one row where P — Q,—(P V Q) are T and P is F. Just as before, we
to test P — Q,—(P V Q) = P, a single truth table containing the wffs
{P = Q,~(PVQ),P} is contructed.

Notice that at row 4, all of the wifs in {P — Q,~(PV Q)} are T and P
is F. Therefore, P is not a semantic consequence of {P — Q,—(P V Q)}.
In other words, P — Q,~(PV Q) ¥~ P
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PQl P Q |-(PV Q|P
T T| T T T |FT T T |T
T F| T F F |FT T F|T
FT| FTT|FFTTIF
F F| FTF |TFF FI|F

FEzercise 3.35

Using a truth table, determine whether each wif is semantically
entailed by the set of wifs in the entailment.

1.

—_
== O

2 e SIS

PEP

Pk ——P
PANQEP
PvQ@EP
PEPVQ
P—-QEP
P—-QEQ—P
P-QEFEQ« P
PVR,-R,P—+RER
J—=>C,-CE-J

. J o C,CEJV--C

FEzercise 5.56

Translate the following arguments into PL and then use truth-table
method to determine whether they are deductively valid or invalid.

1.

2.

John is happy or Mary is hungry. It is not the case that Mary
is hungry. Therefore, John is not happy.

John will sell his house if and only Mary sells her apartment.
Mary will not sell her apartment. Therefore, John will not
sell his house.

. If John sells his house or Mary sells her apartment, the hous-

ing market will crash. The housing market will not crash.
Therefore, John did not sell his house.

FEzercise 8.37

The following questions are designed to help you better understand
the definition of semantic consequence as well as help you to think
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about the relation between this property and other logical proper-
ties.

What are some wifs such that ¢ = ¢ but ¢ = ¢

If ¢ is a tautology, does I' = ¢7

Suppose T is inconsistent. Does I' = ¢?

Suppose ¢ — 1) is a tautology. Does ¢ = 97

Suppose ¢ = . Is ¢ — ¥ a tautology?

Suppose {¢, ¥} is equivalent. Does ¢ = 1?7

Show that ¢, | x if and only if (¢ A ) — x is a tautology.
When using a truth table to test whether I' = ¢, a single
table is constructed that contains all of the wifs in I and ¢.
We then evaluate the table looking to see if there is a row
in the table where the wifs in I" are T and ¢ is F. Suppose
that instead, we created a table composed of all of the wifs
in I and —(¢). How would we have to evaluate that table to
determine whether T' = ¢7

PPN P>PNE

3.4 LIMITATIONS OF TABLES

In this chapter, we introduced truth tables and illustrated how truth ta-
bles may be used to determine several logical properties. Of particular
importance concerns the notion of semantic consequence (entailment). In
this chapter, we defined the notion of semantic entailment and showed how
to use a truth table to determine whether a wif is semantically entailed
by a set of wifs. This is of particular importance because the notion of
semantic entailment captures the idea of an argument being valid. And,
the notion of an argument being valid captures the intuitive idea of a
conclusion "following from" a set of premises. This, as we noted in the
first chapter, is one feature of a "good argument". In this section, it is
worthwhile to point out some of the strengths of truth tables over other
methods of determining validity.

First, the truth-table method is a decision procedure or algorithm. That is,
it consists of a finite sequence of rigorous instructions that, when followed,
will, in a finite number of steps yield an answer of "yes" or "no" as to a
question of whether a wff, set of wifs, or argument has a certain logical
property.
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Definition 3.4.1: decision procedure

A decision procedure is a finite sequence of rigorous instructions
that, when followed, will, in a finite number of steps yield an answer
of "yes" or "no" as to a question of whether a wif, set of wifs, or
argument has a certain logical property.

. J

In calling the truth-table method a decision procedure, what is being as-
serted is that given an argument and that it is translated into the language
of propositional logic, the truth-table method provides a set of instructions
that, when followed, will yield an answer of "yes" or "no" as to whether
the argument is valid. This contrasts with the other two methods we con-
sidered in Chapter 1. These methods do provide a set of instructions for
determining whether an argument is deductively valid, but the instruc-
tions are not guaranteed to give an answer "yes" or "no" as to whether
the argument is valid. For example, an individual may use the logical
intuition test and say that they don’t know what their logical intuition is
telling them and so are unsure whether the argument is valid or invalid.
Or, in the case of the imagination test, an individual may say they think
they are able to imagine a scenario where the premises are true and the
conclusion is false, but are not totally sure since the scenario is difficult
to imagine.

Second, the truth-table method also appears to give the right results in
many cases. For example, consider the following argument:

o P1: If Jon looks fishy, then he committed the crime.
e P2: Jon looks fishy.
e C: Therefore Jon committed the crime.

This argument is intuitively valid. When it is translated into the language
of propositional logic as J — C,J |= C, the truth-table method confirms
this intuition. That is, the table shows that there is no row where J — C
and J is true and C is false.

While there are several other merits to the truth table, let’s now turn to
some of its problems. First, one problem with the truth-table method
though is that not every English argument can be represented in a truth-
functional language like PL. This means that while the truth-table test
is an effective tool for determining the validity of some arguments we
might express in English, it cannot express all English arguments. In
chapter 6, we articulate a formal language capable of representing non-
truth-functional arguments.
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Second, from a user’s standpoint, the truth-table test is relatively easy to
use when dealing with arguments that involve one, two, or even three
propositional letters, but they become increasingly complex the more
propositional letters the argument has. For example, a truth table for
P = P counsists of two rows, one where .#(P) = T and one where
J(P) = F. And, a truth table for P = Z consists of four rows. The
number of rows required for a truth table of any argument is determined
by 2" where n is the number of propositional letters in the argument.
Thus, P,Q | Z consists of eight rows (22 = 8), P,Q, R |= Z of sixteen
rows (2* = 16), and so on. Considering that there are arguments com-
posed of dozens of sentences represented by distinct propositional letters,
the truth-table test can quickly become unwieldly, requiring hundreds or
thousands of rows.

Another way of thinking about this second problem, still in informal terms,
involves the idea of complexity of work. As arguments require more and
more propositional letters, the amount of work that must be performed
increases: one propositional letter requires two rows, two propositional
letters requires four rows, and so on. But how much more work is added
with each additional propositional letter? If my boss gives me three more
units of work each day, then my work increases linearly: 3, 6, 9, 12, 15,
and so on. But, if my boss doubles my work each day, then it increases
exponentially: 3, 6, 12, 24, 48, and so on. The method of truth tables is
similar to the boss who doubles your work each day.

There are a few ways to address this problem for truth tables. One way
is to use a computer to generate the truth table. From a practical point
of view, truth tables are a time-consuming way of determining whether
an argument is valid or invalid since it requires a considerable amount
of time and energy to write out thousands of rows. However, with a
computer, the amount of time and energy required to generate a truth
table is greatly reduced. Several online programs exist that take a set of
wifs as input and quickly generate a truth table as output. However, even
with a computer, the amount of work required to generate a truth table
increases exponentially. If a simpler, less time-consuming method exists,
then it would be preferable to use that method.

A second solution aims to reduce the amount of work required. This
method is sometimes called the "short truth-table method". This method
only requires completing only one line of the truth table. The methods
works by (1) assigning the conclusion a value of F and the premises a value
of T, and then (2) assigning truth values to the subformulas of the wffs

126



until a coherent interpretation is discovered. If a coherent interpretation
is discovered, then the argument is invalid. If a coherent interpretation is
not discovered, then the argument is valid. Let’s consider an example.

Suppose we have the claim that -Q A R,P — Q = M V Q. Since there
are four propositional letters, the truth table would consist of 2% = 16
rows. The short method, however, only requires one row. To apply the
short method, first, assign the wifs in {-Q A R, P — @} a value of T and
MV Q a value of F.

M P QR| - QAR | P> Q | MV Q

| r | T F
Next, since M V @ is F, both M and () must be F. Let’s write F under
M and F under @ every @ in the table.

M P QR| - QAR | P> Q | MV Q

F F F T | T F | F F F
Moving to the premises, since ) is F, =) must be T. Let’s put T under
=(). And, since we supposed that QAR is T, R must also be T. Let’s put
T under R. Moving to the second premise, if P — @ is T and @ is F, then
P must be F. Let’s put F under P. We now have a coherent interpretation
of the wifs in -Q A R,P — @ = M V @ that makes the premises true
and the conclusion false. Since there is a coherent interpretation, the
argument is invalid.

M P QR| - QAR | P> Q | MV Q
F FFT| TFTT | FTTF | FFF

However, the short truth-table method is not without problems. The pri-
mary problem is that the method can be difficult to use when subformulas
can be true or false. Suppose there is an argument whose conclusion is
PA(QAR). In order to use the short truth-table method, we would need
to assign P A (Q A R) a value of F. Since P A (Q A R) is a conjunction,
it is F because at least one of its conjuncts are F. But, which conjunct is
F? Is it P, Q, R, or some combination of those subformulas? Assigning
P A (Q A R) does not force a single truth value on the subformulas that
constite that wif. And, if the subformulas are not forced to be either T
or F, then using the short truth-table method becomes more a matter of
trial and error than a systematic method.

In the next chapter, another method is developed to determine whether an
argument is valid or invalid. This method is called the truth-tree method.
Similar to the truth-table method, the truth-tree method is a mechani-
cal method. It thus shares the same relative strength that truth tables
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does over more informal methods. However, in contrast to truth tables,
the complexity of the truth-tree method is not a function of the number
of propositional letters in the argument. Instead, the complexity of the
truth-tree method is a function of the number (and type) of wifs in the
argument. Thus, the truth-tree method is a more efficient method for
determining the validity of arguments with many propositional letters.

FEzercise 3.38

A set of wifs I" semantically entails a wif ¢ (i.e., I' = ¢) if and only
if there is no interpretation such that the members of I' are true
and ¢ is false. That is, I = ¢ says that ¢ is true when the members
of I are true. A wif ¢ is said to be a tautology if and only if there
is no interpretation where ¢ is false. That is, ¢ is a tautology if
and only if ¢ is true under every interpretation.

Is it possible to express every semantic entailment (I' = ¢) as a
tautology? Provide an argument for your answer.

FExercise 3.39

1. What is a truth table?

2. What is a decision procedure?

3. What does it mean for a wiff Q to be a logical (semantic) conse-
quence of a set of wifs I'?

4. What does it mean for an argument to be valid and invalid in
PL?

5. What is the difference between a semantic entailment and a valid
argument?

6. Under what condition does the truth-table method show an ar-
gument to be valid? Under what condition does it show an ar-
gument to be invalid?

7. What does it mean to say that two wifs in PL are equivalent?

8. Under what condition does the truth-table method show a pair
of wifs to be equivalent?

9. What does it mean to say that a set of wffs in PL are consistent?

10. Under what condition does the truth-table method show a set of
wifs to be consistent?

11. What does it mean to say that a wff in PL is a tautology, a
contradiction, and a contingency?

12. Under what conditions does the truth-table method show that a
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13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

wif in PL is a tautology, a contradiction, and a contingency?
What are two problems with using truth tables to check whether
an argument expressed in English is valid or invalid?

Determine the truth value of =(P — —@Q) using the following
interpretation: #(P) =T, 7(Q)=F

Using the truth-table method, determine the truth value of
=((PV Q) < Q) for each interpretation of P and @

Using the truth-table method, determine whether @ — P is a
semantic consequence of PV —(@Q. That is determine whether
PV-QEQ— P.

Using the truth-table method, determine whether —(P V @) and
- P A —(Q are equivalent. If they are not, for what interpretation
of P and () are they not equivalent.

Using the truth-table method, determine whether P — Q,Q —
P, P < @ are consistent. If they are not, for what interpretation
of P and @ are they not consistent.

Using the truth-table method, determine whether =P V —=—P is
a tautology, contradiction, or contingency.

Translate the following propositions from this argument into PL,
then use the truth-table method to determine whether the argu-
ment is valid or invalid: If John is tall, then Frank is not tall.
Frank is not tall. Therefore, John is tall.

Translate the following propositions from this argument into PL,
then use the truth-table method to determine whether the argu-
ment is valid or invalid: If God exists, then there is not any
unhappiness in the world. There is unhappiness in the world.
Therefore, God does not exist.

Translate the following propositions into PL, then use the truth-
table method to determine whether the propositions are consis-
tent: If taxes go up, there will be riots. Either taxes did not go
up, or there are rots.

Translate the following propositions into PL, then use the truth-
table method to determine whether the propositions are logically
(semantically) equivalent: (a) Neither ice cream nor cake is on
the menu. (b) Ice cream and cake are not both on the menu.
Translate the following proposition into PL, then use the truth-
table method to determine whether the proposition is a tautol-
ogy, contradiction, or contingency: God’s existence implies if
bananas are yellow, then god exists.
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PL TRUTH TREES

In chapter 2, we introduced the language of PL. This language consists of
a set of symbols, a syntax, and a semantics. In chapter 3, we introduced
the truth-table method for determining whether a wif, set of wifs, or argu-
ment has a particular logical property. In this chapter, we introduce the
truth-tree method for determining whether a wif, set of wifs, or argument
has a particular logical property. One immediate question concerning the
truth-tree method is why it is needed. First, the general goal of logic is to
separate good arguments from bad arguments. Truth trees help in achiev-
ing this goal in that they offer another method for testing arguments for
validity (semantic entailment). Second, the truth-tree method also offers
a solution to the problem of the truth-table method’s complexity and the
truth-table method’s inability to handle more complex logical languages
(we will discuss one such language in chapter 6).

4.1 INTRODUCTION TO TREES

What is a truth tree? A tree is a collection of nodes and branches. A
node is whatever is at a particular location in a tree and a branch is all
of the nodes of a tree starting from bottom nodes of the tree and moving
upward through the tree to the top node. Consider the following example:

node 1

RN

node 2 node 3

/N

node 4 node 5

In the above tree, there are five nodes. Node 1 at the top is the root
node. Nodes 2, 4, and 5 are bottom nodes. We can also call them "leaf
nodes". The tree also contains three branches. Branches are all of the
nodes starting at the bottom nodes and moving upward through the tree
to the top node.

Definition 4.1.1: branch

A branch in a tree consists of all of the nodes starting from a leaf
node and moving upward to the root node.

So, for example, one branch of the tree contains nodes 2 and 1. A second
branch of the tree contains nodes 4, 3, and 1. Finally, the third branch of
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the tree contains nodes 5, 3, and 1.

Let’s consider another abstract example. In the tree below, the tree has
a root node at the top of the tree, a node directly below the root (node
1), then the tree splits into two different branches. On the left branch,
the tree immediately terminates with a bottom node (leaf node). On the
right branch, there is a node, followed by a bottom node (leaf node).

7 .,/ root N AN
// // ‘ \\ \\
Branch 1 ! /" mnode 1 ! |
3 - ~ I Branch 2
o leaf 1 .~ node 2 ,
~ o _ \\ _ - - ‘ //
T leaf 2 .7

There are two branches in the above tree. The leftmost branch consists
of leaf 1, node 1, and the root node. The rightmost branch consists of leaf
2, node 2, node 1, and the root node.

Now that we have considered trees from a somewhat abstract perspective,
let’s consider truth trees in propositional logic. In a propositional logic
truth tree (or just a tree), wifs are at the various nodes of the tree and so
a branch of a truth tree is a collection of wffs. Let’s reconstruct the tree
above using wffs. Suppose we have the following wif: PV (QV R). A tree
for this wif would look as follows:

PV(QVR)
RN
P QVR

/ \
Q R

In the above tree, PV (QV R) is the root node. It is the node found at the
top of the tree. The bottom (leaf) nodes are P, @), and R. In addition,
there are three branches in this tree. These branches are identified by
starting at the leaves and moving upward through the tree to its root.
The leftmost branch contains P and P V (Q V R). The middle branch
contains @, @V R, and PV (Q V R). The third, and rightmost, branch
contains R, QV R, and PV (Q V R).
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4.2 BRANCHES AND DECOMPOSITION

In this section, we develop some vocabulary for categorizing different types
of branches and we introduce the concept of decomposition. By the end
of this section, you will be able to determine whether a branch is open or
closed and have a basic idea of how to create a truth tree yourself.

4.2.1 Open and Closed Branches

Branches are either open or closed. A closed branch is a branch that
contains a wif and its literal negation.

Definition 4.2.1: Closed Branch

A branch is closed when it contains a wif ¢ and its literal negation
—(¢). A closed branch is represented by writing ® under the bottom
node in the closed branch.

To illustrate, consider the following tree:

PAQ
-PVQ
P

Q
N
-P Q
®

In the above tree, the left branch consists of the wffs: {P A Q,—P V
Q, P,Q,—P}. This branch contains the wff P and its literal negation —P.
As such, this branch is closed. The right branch consists of the wifs:
{PANQ,~PVQ,PQ,Q}. This branch does not contain a wif and its
literal negation. As such, this branch is not closed. A branch that is not
closed is an open branch.

Definition 4.2.2: Open Branch ]

An open branch is a branch that is not closed. That is, a branch
that does not contain a wif ¢ and its literal negation —(¢).

Consider the following tree:
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PA(—QAR)
P—=qQ
P
QAR
—Q
R

/N

In this tree, we can determine whether a branch is open or closed by start-
ing at the bottom node of the tree, moving upward through the branch,
and looking for a wff ¢ on one line and its literal negation —=(¢) on another.
Starting with the left branch, notice that this branch contains the wif =P
and P. This branch is thus closed. Next, consider the right branch. This
branch contains the wifs ) and —@). This branch is also closed.

4.2.2  Decomposition

With our basic understanding of a truth tree and the distinction between
an open and closed branch, let’s consider how trees are constructed. In
order to understand how trees are constructed, we must understand the
concept of decomposition. We can express the conditions under a complex
sentence is true by stating which simpler sentences are true if the complex
sentence is true. For example, suppose Tek says to Liz that "Today he will
go for a bike ride and tomorrow he will go for a run." We can represent
what sentence or sentences are true if Tek’s sentence is true by writing
"Today he will go for a bike ride" and "Tomorrow he will go for a run"
under Tek’s sentence. The same is true for PL. The decomposition of
a wif ¢ is the expression of what wif or wffs are true if ¢ is true. For
example, the decomposition of P A Q) is P and ). The decomposition of
RV SisRorS.

[ Definition 4.2.3: decomposition ]

A decomposition of a wif ¢ is a representation of what wif or wifs
are true if ¢ is true.

The decomposition of a wif may be represented using a truth tree. Let’s
consider the wif PA Q. The wif P AQ is true in one case. This is the case
where P is true and @ is true. To represent that this wif is true provided
both of these simpler wifs are true, we will write (or "stack") P and @
directly under P A Q.
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By writing P and @ directly under P A @), we are expressing the decom-
position that if P A @) is true, then P is true and @ is true. Next, let’s
consider the disjunction PV Q. The wif PV @ is true not in just one case
but in the following three cases:

1. P is true and @ is false
2. P is false and Q is true
3. P is true and @ is true

To represent that PV @ is true in these three cases, we will use lines to
branch from P V ) and write P in the left branch and @ in the right
branch.

PVvQ

/N
P Q

The use of branching in the tree above represents the decomposition of
PV Q into the three cases in which PV Q is true. This wif is true provided
P is true (we move down the left branch), @ is true (we move down the
right branch), or both P and @ is true (we move down both branches).

Let’s express things more generally. Whenever there is a wif ¢ that is
true in one case, we will make use of a stacking convention. The stacking
convention represents the decomposition of a wif ¢ by writing a certain
wif or wifs that are true if ¢ is true directly under the bottom node of
every open branch that descends from ¢. Whenever there is a wif ¢ that
is true in three cases, we will make use of a branching convention. The
branching convention represents the decomposition of a wif ¢ by writing
a certain wif or wifs that are true by branching under the bottom node of
every open branch that descends from ¢.

Let’s illustrate both of these conventions with a few examples. First,
let’s consider the conditional P — (). To determine whether we ought to
employ the stacking or branching convention, let’s reexamine the truth
table for the conditional.
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Notice that P — (@ is true in any of the following three cases:

1. P is false
2. @ is true
3. P is false and Q is true

Since the conditional is true in these three cases, we can use the branching
rule to represent the decomposition of the conditional. In the left branch,
we write =(P) since the conditional is true whenever P is false. In the
right branch, we write () since the conditional is true whenever @ is true.

P—qQ

/N

Let’s consider a slightly more complicated example in order to grasp a
better understanding of the two conventions. Consider the wif (P A Q) V
(RAS). In examining this wff, notice that it is a disjunction. As such,
it will be true if either (1) the left disjunct is true, (2) the right disjunct
is true, or (3) both disjuncts are true. We thus can employ the branching
rule to decompose this wif.

(PAQ)V (RAS)

N

PAQ RAS

In the tree above, the wif (PAQ)V (RAS) is decomposed into two smaller
wifs: (1) (P AQ) which is located in the left branch and (2) (RA S) which
is located in the right branch. Notice that it is possible to decompose
both of these wifs further. For example, we can represent the fact that
P A Q is true if both P and @ are true. But where do we write P and
Q? Under the left branch, under the right branch, under both branches,
or in a new branch off to the side?

When we decompose the root node, we create two branches. In creating
two branches, we are representing the fact that the root node is true if
either the left branch is true, the right branch is true, or both branches
are true. In our example, the conditions under which the wif in the left
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branch is true are different from the conditions under which the wif in the
right branch is true. That is, PAQ is true if both P and @ are true, while
R A S is true if both R and S are true. As such, we will decompose P A Q
under the left branch and R A S under the right branch. More generally,
whenever a wif is decomposed, it should be decomposed under every leaf
node in every open branch that descends from the wif.

Let’s begin with the left branch. The wiff P A @ is a conjunction and,
as we have seen, it will be true if both conjuncts are true. We thus can
employ the stacking convention to decompose this wif. In decomposing
P A @ we will decompose it only under P A @ (the only leaf node in the
left branch). In other words, we will not decompose P A Q under R A S.

(PAQ)V (RAS)

N

PAQ RAS
P

Q

Next, we will decompose R A S in the right branch in a similar fashion.

(PAQ)V (RAS)

N

PAQ RAS
P R
Q S

The above tree represents the decomposition of the wif (PAQ)V (RAS).
We can see this decomposition by reading through the branches of the
tree. That is, the wif (PAQ)V (RAS) is true if the following is the case:

1. Left Branch: P A @Q is true, and this wff is true if and only if both
P and @ are true, OR

2. Right Branch: R A S is true, and this wff is true if and only if both
R and S are true, OR

3. Both the left and right branches are true.

Thus far, we have explained the concept of a decomposition of a wif and
how this decomposition can be expressed in the form of a truth tree.
Let’s consider one final example to gain a mastery over the stacking and
branching conventions. Consider the wif (P V Q) A (RV S). Again, since
this is a conjunction, it will be true if both conjuncts are true. We thus
can employ the stacking rule to decompose this wif.
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(PVQ)A(RVS)
PVQ
RV S

Now that the root node has been decomposed into PV @) and RV @, let’s
decompose both of these wifs. Let’s focus our attention on PV Q. As we
have seen, since this is a disjunction, it will be true if either (1) the left
disjunct is true, (2) the right disjunct is true, or (3) both disjuncts are
true. We thus can employ the branching rule to decompose this wff. The
branching rule states that the wiff is to be decomposed under the bottom
node of every open branch that descends from the wiff. Since the bottom
node of our tree is RV S, we will decompose PV @ directly under RV S.

(PVQ)A(RVS)
PVQ
RV S

/N

P Q

Next, let’s decompose RV S. As this is a disjunction, we will branch R and
S. As the branching convention states, we will decompose R V S under
the bottom node of every open branch that descends from RV S. Notice
that there are two open branches that descend from RV S. The first is
the left branch that contains P and the second is the right branch that
contains @). Since there are two open branches descending from RV S, we
will decompose RV S under the bottom node of both of these branches.

(PVQ)A(RVS)
PVQ
RV S

P Q
R S R S
The above tree represents the decomposition of the wif (PV Q) A (RV S).
As with the previous example, we can see this decomposition by reading
through the branches of the tree. Starting from the top and reading
through the tree downward, we can see that the wif (PV Q) A (RV S) is
true if the following is the case: PV Q and RV S are true, and these wifs

are true if and only if (1) P is true and R or S is true, or (2) @ is true
and R or S is true.
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4.2.8  Decomposition Rules

In the previous section, we consider how we might represent the decom-
position of a wif using two conventions: the stacking convention and the
branching convention. In this section, we will consider how we might rep-
resent the decomposition of various wifs using rules for decomposition.
The set of rules for decomposition are known as the "PL decomposition
rules."

In the previous section, we noted that when representing the decomposi-
tion of the conjunction P A @), we employ the stacking convention. This
convention has us write P and () directly under the bottom node of every
branch that descends from P A (). But this is true not merely for the
conjunction P A @ but for any conjunction: any wif that has the form
¢ Ap. With this in mind, let’s formulate a rule for decomposing conjunc-
tions in a truth tree. We will call this rule the conjunction decomposition
rule and abbreviate it as AD. In expressing this rule, we will use ¢ and
1 as variables for any wif and we will write AD to the right of each wiff
that results from decomposing the conjunction ¢ A t. The conjunction
decomposition rule is as follows:

PAY
¢ AD
" AD

To illustrate the use of conjunction decomposition rule, let’s consider the
following tree:

-AN-B
-A AD
-B AD

In the tree above, the AD is used to represent the decomposition of the
conjunction ~AA—B into the two simpler wifs =4 and —=B. The rightmost
column indicates that the rule applied to =A A =B is the conjunction
elimination rule.

A second wif that we considered in an earlier section is PV Q). We noted
that when representing the decomposition of the disjunction PV @Q, we
employ the branching convention. This convention has us branch from
the bottom node of every open branch, writing the left disjunct P on
the left branch and the right disjunct @) on the right branch. But this
way of branching applies not merely to the disjunction P V @ but to
any disjunction. Similar then to the rule for conjunction, let’s formulate
the following decomposition rule for disjunctions. Just as we called the
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decomposition rule for conjunctions "conjunction decomposition", we will
call the decomposition rule for disjunctions "disjunction decomposition"
(abbreviating it as VD).

¢V

/N
¢ ¥ VD

Just as we did with conjunction decomposition, let’s provide an illustra-
tion of the disjunction decomposition rule on a novel case. Consider the
wif mAV - B. The disjunction decomposition rule applied to this wff is as
follows:

-AV-B

/N

-A -B vD

In the tree above, the disjunction decomposition rule is applied to ~AvV—-B
to illustrate the decomposition of this wif into the two simpler wifs —=A
and —~B. The rightmost column indicates that the rule applied to “AvV-B
is the disjunction elimination rule.

How many decomposition rules are there? As there are nine different non-
literal wifs in PL. There are the wifs defined in terms of their operators:

1. conjunctions: ¢ Ay
2. disjunctions: ¢ V ¢
3. conditionals: ¢ — 1
4. biconditionals: ¢ <> ¢

and then there are the negated versions of each one of the above wif types,
along with wffs that are doubly-negated:

5. negated conjunctions: —(¢ A 1))
6. negated disjunctions: —(¢ V )

7. negated conditionals: —(¢ — 1))
8. negated biconditionals: —(¢ <> 1)
9. double-negations: —(—¢)

For each of these nine, non-literal wif types, there is a corresponding de-
composition rule. First, there are the rules for conjunction decomposition
and negated conjunction decomposition:

dNY (¢ A1)
¢ AD PN
v ND ~(¢) () -AD
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Notice that conjunction decomposition is a stacking rule, negated con-
junction decomposition is a branching. Second, there are the rules for
disjunction decomposition and negated disjunction decomposition:

OV =(¢ V1)
VAN —(¢) -~VvD
6 ¢ VD ~() ~VD

Again, it is worth noting that while the disjunction decomposition rule
branches, the negated disjunction decomposition is a stacking rule. Third,
there are the rules for conditional decomposition and negated conditional
decomposition:

6= (6= 1)
N ¢ oD
~(¢) ¢ =D W) =D

In the case of biconditionals and negated biconditionals both the stack-
ing and branching conventions are used. This is because a biconditional
¢ <> 1 is true provided v(¢) = v(v) and false otherwise. Therefore, the
biconditional is true not in a single scenario (so we won’t use the stacking
convention) and not in three scenarios (so we won’t use the branching
convention), but in two scenarios. To represent this, we branch a stack of
¢ and 1 under the left branch (as ¢ <> v is true provided both ¢ and ¥
are true) and we branch a stack of =(¢) and —(¢)) under the right branch
(as 1 is true provided both ¢ and 1 are false). The rules for biconditional
decomposition and negated biconditional decomposition are as follows:

& 1 (¢ < )

VN VN

¢ () <D ¢ (o) -« D
v =(y) D () - D

Finally, there is a decomposition rule for double-negations. The rule for
double-negation decomposition is as follows:

Let’s illustrate the use of some of these rules. However, before we do this,
let’s introduce two additional features to our construction of truth trees.
First, we will add a column on the leftside of the tree that numbers each
node of the tree. Second, when citing the decomposition rule we used to
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obtain a new node in the tree, we will not only cite the abbreviation of
the decomposition rule we used, but also the number of the wif to which
that decomposition rule is applied. What this means is that our truth
trees moving forward will always consist of three columns:

1. Leftmost column: for numbering the wifs,
2. Middle column: for nodes and branches,
3. Rightmost column: for justification of wffs

Let’s consider some examples. Let’s begin with the wif (RV P) A (C A D).
As this wif is a conjunction, I will start by writing down the wif, numbering
it in the left column, and writing "P" in the right column.

1. (RVP)AN(CAD) p

Next, as this wif is a conjunction, let’s use AD on it. This is a stacking
rule and so we write the left conjunct on line 2 and the right conjunct on
line 3. We then write "IlAD" in the right column to indicate that we used
the conjunction decomposition rule on line 1.

1. (RVP)AN(CAD) p
2. RV P 1AD
3. CAD 1AD

Let’s go ahead and decompose the disjunction RV P. This is a branching
rule and so we will write the left disjunct on line 4 and the right disjunct
on line 4. We then write "2V D" in the right column to indicate that we
used the disjunction decomposition rule on line 2.

1. (RVP)AN(CAD) p

2. RV P 1AD
3. CAD 1AD
4. R P 2vD

This leaves C A D at line 3. At first glance, it might not be clear how
to decompose this wff. Should you decompose it under the left branch,
the right branch, or both? The answer is that you should decompose it
under both branches. This is because whenever a wif is decomposed, it
is always decomposed under the bottom node of every open branch that
descends from the wif being decomposed. Since the left and right branch
both descend from C' A D, this wif is decomposed under both branches.
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1. (RVP)N(CAD) p

2. RV P 1AD
3. CAD 1AD
4. R 2vD

Q
Q

P
s gl w

Next, let’s consider the decomposition of (P A Q) — ——S. To set up the
tree, write down the wif, number it in the left column, and write "P" in
the right column.

1. (PAQ) — ——S p

Next, since this wif is a conditional, we will decompose it using the con-
ditional decomposition rule. To do this, we will write the decomposition
rule to the right of the wif and then write the wifs that result from the
decomposition of the conditional under the bottom node of every open
branch that descends from the conditional. In this case, there is only
one open branch that descends from the conditional. As such, we will
write the decomposition of the conditional under the bottom node of this
branch.

1. (PAQ) — ——S P

N

2. “(PANQ) —-—S — D

Line 2 in the left branch is the wff =(PAQ). This is a negated conjunction
and so to decompose it, we will use the negated conjunction decomposition
rule (= A D). In contrast to the conjunction decomposition rule, which is
a stacking rule, = A D is a branching rule.

1. (PANQ) — ——S P

3. =P -Q 2-AD

Finally, line 2 in the right branch is the wff =—S. This is a double-negation
and so to decompose it, we will use the double-negation decomposition
rule (——D). This is a stacking rule.
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—_

(PAQ) — ——S P

N

2. =(PAQ) —-~S 150D
-P -Q 2-AD
4. S 2--D

o

In terms of justifying this rule, we cite line 2 and the ——D rule.

Exercise 4.40

Using the decomposition rules, decompose the following wifs:
PA-Q

PV -Q

~(PAQ)

P —-Q

P& @

N PR

4.2.4  Fully Decomposed Branches

Branches are either fully decomposed or not fully decomposed. A branch
is fully decomposed if and only if every non-literal wff in the branch has
had a decomposition rule applied to it. In other words, a branch is fully
decomposed when every wif that can be decomposed has been decom-
posed.

Definition 4.2.4: Fully decomposed branch

A PL-branch is fully decomposed when every non-literal wif in the
branch has had a decomposition rule applied to it. In other words,
when every wif that can be decomposed has been decomposed.

\. .

Let’s illustrate a fully decomposed branch. Consider the following tree:
1. (P—S)—Q P

At this point, the tree consists of one branch and this branch is not fully
decomposed since it contains a non-literal wif that has not had a decom-
position rule applied to it. In other words, it contains a wif that has not
yet been decomposed. Let’s decompose the wif by using — D. In ad-
dition, to indicate that it has been decomposed, let’s place a checkmark
next to the wif after we have applied the decomposition rule to it.
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1. (P—=S)—=QV P

TN

2. ~(P—=5) @Q 1—- D

Now the tree contains two branches. In the left branch, while we have
decomposed the wif at line 1, we have not decomposed =(P — S). This
is a non-literal that can be decomposed and so this branch is not fully
decomposed. The right branch contains the wif (). This is a literal wif and
cannot have a decomposition rule applied to it. Since line 1 is decomposed
and @ cannot be decomposed, the right branch is a fully decomposed
branch.

Let’s complete the decomposition of the left branch by applying the = —
D rule to (P — S). In addition, just like before, let’s place a checkmark
next to the wif to indicate that it has been decomposed.

1. (P—=S)—=QV P

2. “(P—=95v Q 1— D
3. P 2-—=D
4. -5 2-—=D

The left branch now contains two non-literal wifs that have had decom-
position rules applied to them (lines 1 and 2) and two literal wffs. Since
this is a branch where every non-literal wif has had a decomposition rule
applied to it, this branch is fully decomposed.

Ezxercise 4.41

Create a truth tree and decompose the following wffs until all of
the branches in the tree are fully decomposed. In cases where there
are multiple wifs, simply stack each wff, number it, and justify it
with "P".

1. A, AN-B
ANB,~(AV B)
—“AANB,PV-Q
P—Q,P+Q
-(A — B),~(A < B)
-—A,(AVB)—-C
-B - C,(AANB) — (CV B)
-AV-B,~(AANB)ANC,-A <+ B

PN PR
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4.2.5 Completed Open Branches

Earlier we defined a closed branch as a branch that contains a wff ¢ and its
literal negation —(¢). In contrast, an open branch was defined as branch
that has not been closed. We can now define a completed open branch.
A completed open branch is a branch that is open and fully decomposed.

Definition 4.2.5: Completed Open Branch (COB)

A completed open branch (COB) is a fully decomposed branch that
is not closed. That is, it is a fully-decomposed branch that does
not contain a wif P and its literal negation —(P).

To illustrate, let’s consider a tree we considered in the prior section:

1. (P—=S8)—-QV P

2. ﬂ(P-)S)\/ Q 1— D
3. P 2= —= D
4. =5 2-—=D

This tree contains two branches. The left branch is fully decomposed and
open: (1) each wff that can be decomposed has been decomposed and (2)
there is not a wif ¢ and its literal negation —(¢) in the branch. As such,
it is a completed open branch. The right branch is also fully decomposed
and open. As such, it is also a completed open branch.

Let’s consider another example. Consider the following tree:

1 PARYV P
2. MA-Pv P
3 1AD
4. R 1AD
5 M 2A D
6 2AD

®
3,

[

In this tree, each wif that can be decomposed has been decomposed. The
single branch of the tree is therefore a fully decomposed branch. However,
the branch is not open (it is closed) as there is a wiff ¢ and its literal
negation —¢ in the branch. Namely, P and its literal —P are in the
branch. Therefore, the branch is a closed branch rather than a completed
open branch.
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4.2.6  Completed Open Trees and Closed Trees

Now that we have defined and illustrated the difference between a closed
branch and a completed open branch, let’s define a closed tree and a
completed open tree. Once a tree is fully decomposed, the tree is either
a completed open tree or a closed tree (not both and not neither). A
completed open tree is a tree containing at least one completed open
branch.

Definition 4.2.6: Completed Open Tree

A tree is a completed open tree if and only if it has at least one
completed open branch. That is, a tree is a completed open tree if
and only if it contains at least one fully decomposed branch that is
not closed. A completed open tree is a tree where there is at least
one branch that has an O under it.

A closed tree is a tree containing only closed branches.

Definition 4.2.7: Closed Tree

A tree is closed when all of the tree’s branches are closed. A closed
tree will have an @ under every branch.

Let’s consider some examples of completed open trees and closed trees.
First, let’s consider a tree we considered earlier:

1. (P—=S)—=QV P

2. ~(P—=-95v Q 1— D
3. P 2-—=D
4. =S 2= — D

In our discussion of the completed open branch branch, we noted that this
tree contains two completed open branches: both branches are fully de-
composed and neither contains a wif ¢ and its literal negation —(¢). Since
this tree contains at least one completed open branch, it is a completed
open tree. In contrast, consider the following tree:
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.  PARY P
2. MA-Py P
3. (P) 1AD
4. R 1AD
5. M 27D
6. -P) 27D
®
3,6

When discussing this tree earlier, we noted that the single branch of this
tree is closed. Since all of this tree’s branches are closed, it is a closed
tree. Let’s consider a third example. Consider the following tree:

1 (=P —=>Q)A~(PVQ)V P
2. -P—-QV 1AD
3. —~(PVQ)V 1AND
4 -P 3=V D
5 =@ 3-VvD
RN
6. -—P Q 2—D
& &
4,6 5,6

Notice that this tree contains two branches. The left branch is closed as
it contains a wif =—P and its literal negation —P. The right branch is
also closed as it contains a wif () and its literal negation —@Q. Since all of
the branches in this tree are closed, this tree is a closed tree.

Exercise 4.42

Use the truth tree method to determine whether the following set
of wifs produces a completed open tree or a closed tree.
1. AN(-AAB)
AN=(AV B)
ANB,-(A— B)
AV B,-AAN-B
-(A — B),~(A < B)
A— —~(-AANB),~—BVC

PHP=OE

4.3 TRUTH TREES: DECOMPOSITION STRATEGIES

Before examining how truth trees can be used to determine various logical
properties, it is worth discussing some strategies for decomposing trees.
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By "strategy"' I mean a rule of thumb for producing smaller trees. One
caveat. It is not necessary to employ strategies for decomposing PL trees.
You can randomly pick wifs to decompose and, in the end, you will have a
tree that will be a completed open tree or a closed tree. You also can use
said tree to determine the relevant logical properties that trees are used
to test for. However, employing strategies can make the decomposition
of trees more efficient (i.e., simpler trees are produced). Here are three
strategic rules for decomposing trees:

1. Use only the decomposition rules you need to determine if the tree
is a completed open tree or a closed tree.

2. Use rules that close branches.

3. Use stacking rules before branching rules.

Let us illustrate with some examples where these rules are applied. First,
if the goal in decomposing a truth tree is to determine whether the tree
is a completed open tree or a closed tree, then it is not necessary to
decompose every wif in the tree. This is the case for two reasons. First,
if a branch is closed, then all branches that descend from that branch are
closed. Further decomposition of the branch would not change the fact
that the branch is closed. Let’s illustrate this with an example. Consider
the following decomposition of the wif ((AV B) A (RV —S)) A (P A =P).

1. ((AVB)ARV-S)A(PA-P)v P
2. (AV B) A (RV -S) 1AD
3. PA-P 1AD

Suppose we decompose line 3 involving P A —P.

1. (AVB)A(RV-S)A(PA=P)v P
2 (AV B)A(RV =8) v 1AD
3. P A—-P 1AND
4 P 3AD
5 P 3AD

At this point in the tree, we might try to decompose the remaining wifs
by decomposing line 2 and then decomposing the disjunctions that result
from that decomposition. But, this further decomposition is unnecessary
since all branches that descend from line 5 will also be closed as they will
contain the wifs P and —P in them. As such, this tree is a closed tree.

Second, recall that a completed open tree is defined as a tree with at least
one completed open branch. What this means then is that as soon as the
tree has a single completed open branch, we have enough information to
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determine that the tree is a completed open tree. For this reason, it is
not necessary to decompose every wif in the tree to determine if a tree is
a completed open tree. To illustrate, consider the following tree:

1. AV(P— (==QVS)) Vv P
/\
2. A P> (-—QVS) 1VD

At this point in the tree, there is enough information to determine whether
the tree is a completed open tree or a closed tree. Notice that the the left
branch of the tree is fully decomposed and there is not a wif ¢ and its
literal negation —¢ in the branch. As such, the left branch is a completed
open branch. Since the tree contains at least one completed open branch,
it is a completed open tree. Even though the right branch is not fully
decomposed, it is thus not necessary to decompose the right branch of the
tree to determine if the tree is a completed open tree or a closed tree since
the left branch is sufficient for making this determination.

The second strategic rule is try to use rules that close branches rather
than rules that do not close branches. The rationale behind this rule
is when a wiff is decomposed, it must be decomposed under every open
branch that descends from that wff. Therefore, whenever it is possible to
use a rule that closes a branch, there are fewer branches in which a wif
must be decomposed. To illustrate, we can consider the previous example
in this section, where we choose to decompose the conjunction P A =P
rather than the conjunction (AV B) A (RV —S). In making this decision,
we chose to decompose a wif that closes a branch rather than a wif that
keeps a branch open. However, let’s consider another example for further
illustration. Consider the following tree:

1. PV P
2. PVQV p
3. P—Q P
4. P 2V D

/\ 3
5. -P Q -P Q 3—>D

Notice that with this tree, P V @ at line 2 is decomposed first, and then
P — @ at line 3 is decomposed. Notice that in decomposing the disjunc-

tion before the conditional, both branches are kept open. In contrast,
consider the following tree where P — @ is decomposed before P V @Q:
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PvQvVv P
3 P—-QVv P
4 -P Q 3—D

5. P Q 2VvD

Notice that since the conditional is decomposed is decomposed first, this
results in closing the left branch. Since the left branch is closed, we are
not required to decompose the disjunction under this branch. Instead, it
only must be decomposed under the right branch. As a result, we obtain
a smaller tree.

The third and final strategic rule is that more efficient trees are produced
by using stacking rules before branching rules. Or, more simply "stack
before you branch". The rationale behind this rule is that since branching
rules create branches and when wifs are decomposed, they are decomposed
under every open branch that descends from that wiff, by creating more
branches, one creates more open branches in which that wffs must be de-
composed. On the other hand, stacking rules do not increase the number
of branches in a tree. To illustrate, compare the trees in Tree 4.1 and
Tree 4.2. In Tree 4.1, a branching rule is employed before a stacking rule.
In contrast, in Tree 4.2, a stacking rule is employed before a branching
rule. While the number of lines in each tree is the same, notice that the
"stack first tree" (Tree 4.2) has fewer nodes than the "branch first tree"
(Tree 4.1).

1. RA(PAM) Vv P 1 RA(PAM) YV P

2. cCvDVv P 2 cCvDVv P
/\ 3. R 1AD

g & D 1vD 4. PAM 1AD

4. R R 1AD 5 P 3AD

5. PAM PAM 1AD 6. M 3AD

6. P P 3AD VAN

7. M M 3AD 7. C D 2V D

Tree 4.1: Branch first tree Tree 4.2: Stack first tree

In short, while the use of the strategic rules is not necessary, tidier trees
can sometimes be produced by employing the strategic rules for decom-
position. To create these more economical trees, one can try to use no
more rules than needed to determine if the tree is a completed open tree
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or a closed tree, use rules that close branches rather than those that keep
them open, and use stacking rules before branching rules.

Ezercise 4.43

Use a truth tree method and various strategies for simplifying truth
trees to determine if the tree is a completed open tree or a closed
tree.

PVQ,AN-A B —C

P — =P, AV—~(BACQC)

AN-B,B,C — Q@

AV B,-AAN-B

PV (QVR),PAN-P

(PVP)AN(RA-R),S < T,PVM
(PANQ)ANR,MV (QV -R)

R RCON R CO

4.4 TRUTH TREES: ANALYSIS

Truth trees can be used to determine various logical properties about
wifs, sets of wifs, and arguments. Using truth trees to do this requires
that you (1) set up the tree in a specific way to test for a specific property
(you can’t just stack the wifs in every instance), (2) decompose the tree
using decomposition rules to a point where it is a closed or completed
open tree, and (3) know what logical property is associated with the fact
that the tree is closed or completed and open. Similar to how we used
truth tables to determine whether a wif is a tautology, contradiction, or
contingent, whether a set of wifs is consistent or inconsistent, and whether
an argument is valid or invalid, in this section, we will use the truth
tree method to determine these same logical properties. But, first, let’s
consider what a completed open branch tells us about the wifs in that
branch.

4.4.1 Recovering an Interpretation

What does a closed and a completed open branch tell us about the wifs
in the branch? First, recall that the decomposition of a wff ¢ is a way
to represent the wif or wifs that are true if ¢ to be true. For example,
consider the decomposition of P A ) using AD. This decomposition tells
us that if P A @ is true, then both P and ) must be true. Second, a
fully decomposed branch is a branch where every wif in the branch has
been decomposed into literal wifs, i.e., atomic wifs and negated atomic
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wifs. Thus, a fully decomposed branch is a way to represent the truth
conditions of the wifs in the branch. For example, consider the tree below:

1. PANRV P

2 -M APV P

3. P 1AD
4. R 1AND
) -M 2AD
6 P 2AD

There is a single branch in the tree. Since the branch is fully decomposed,
the fully decomposed branch can be read as saying the following:

If the literal wifs P, =M, R are true, then all of the wffs in the
branch, including the root wifs {(P A R,—~M A P)} are true.

Third, since the above remark is true, it appears that we can obtain an
interpretation that would make all of the wifs in the branch true. To do
this, we would assign T to the propositional letters in atomic wifs and F
to the letter in negated atomic wifs. For example, in the above example,
we would assign T to P, R, and F to M. Notice that we could use this
interpretation of the propositional letters and a truth table to show that
the wifs in the branch are true. For example, consider the truth table
below for the wifs P A R, =M A P.

P|R|M|P A
TIT/F|T T

R|-~ M A P
TIT F T T

However, just because it is true that "if the literal wifs in the branch are
true, all of the wifs in the branch are true' does not mean that we can
always specify an interpretation of the propositional letters that would
make all of the wifs in the branch true. To see why consider the following

tree (one very similar tree to the one we just considered):

1 PARV P
2 -MAN-P Vv P
3. P 1AND
4. R 1AND
5 -M 2AD
6 -P 2AD
®
3,5

Notice that in this tree, there is also a single branch that is fully decom-
posed. Since the branch is fully decomposed, the fully decomposed branch
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can be read as saying the following:

If the literal wifs P, —M, R, —~P are true, then all of the wifs in
the branch, including the root wifs {(P A R,—M A —P)}.

However, notice that there is no interpretation of the propositional letters
that would make all of the wifs in the branch true. This is because if
P AR and -M A =P is true, then there is an interpretation where P and
—P must be true. But, this would mean that .#(P) =T and .#(P) = F.
Since this is not possible, there is no interpretation of the propositional
letters that would make all of the wifs in the branch true.

What does all of this tell us? First, it tells us that if a tree contains a
completed open branch (a branch that does not contain a wif ¢ and its
negation —1(¢)), then there is an interpretation of the propositional letters
that makes each of the wifs in the branch true. Second, it tells us that if
the tree is closed, then there will be a wif ¢ and its literal negation —(¢)
and there will not be an interpretation of the propositional letters that
makes each of the wifs in the branch true.

Let’s consider another example. The following tree decomposes (P A R) A
(=M Vv —P):

1. (PARA(-MV-P)v P

2. PARV 1AD
3. ~MV-P v IAD
4 P 2AD
5 R 2AD

6. -P 3vD

@
4,6

In the above tree, the left branch is a completed open branch. To construct
an interpretation from this branch, list all of the literal wifs in the branch.
These literal wifs are the following: P, R,—M. Next, for each unnegated
literal wif, assign the corresponding propositional letter a value of T, while
for each negated literal wif, assign the corresponding propositional letter
a value of F.

1. Since P, #(P)=T
2. Since R, S (R)=T
3. Since =M, I (M) =F
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To check that this interpretation makes all of the wifs in the branch
true, we can, of course, construct a truth table using this interpreta-
tion. But, let’s not construct the entire table. If our process for ex-
tracting an interpretation from a completed open branch of a truth tree
works, then (P A R) A (wM V —P) is true in any interpretation where
JP)=T,#R)=T,5(M)=F.

MPR|[ PAR | - MV P
FTT| TTT | TFTFT

Notice that in the above table, when .#(P)=T,.4(R) =T, (M) =F,
the wifs P A R,—=M V =P are both true.

Ezxercise 4.44

Use a truth tree to determine whether the tree is a completed open
tree or a closed tree. If the tree is a completed open tree, construct
an interpretation (an assignment of truth values to propositional
letters) that would make all of the wifs in the branch true. If the
tree is a closed tree, explain why there is no interpretation that
would make all of the wifs in the branch true.

1. PA=P
Pv-P
PAQ,QNR
PA-Q,QN-R
-(PVQ),RVQ
-(P—-Q),SVT,P—Q
PV-Q,S < P -S

SRR s

4.4.2 Consistency

Recall the definition of PL-consistency from chapter 3.

Definition 4.4.1: PL-Consistent

A non-empty set of wifs {¢1,¢a,...,¢,} is PL-consistent if and
only if each wif in {¢1, P2, ..., ¢, } is true under at least one inter-
pretation.

A truth tree can be used to determine whether a set of wifs is PL-
consistent. Since, a completed open branch tells us that there is an
interpretation that would make all of the wffs in the branch true, if a
tree has a completed open branch, then the set of wifs in the branch is
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PL-consistent. What this means is that if we stack each member of the
set at the top of our tree, decompose the wifs, and determine that the
branch is a completed open branch, the nthe collection of wifs at the top
of the tree is consistent.

Definition 4.4.2: Truth-Tree Test for Consistency

A truth tree shows that a set of wifs {¢1,¢2,...,¢0,} is PL-
consistent if there is at least one completed open branch for a tree
whose root wifs are: ¢1, ¢o,...,¢,. If such a tree is closed, then
{b1, P2, ..., ¢Pn} is inconsistent.

In other words, to test whether a set of wifs { A, B, C'} is consistent, start
by creating a tree where A, B, and C, are put in the initial stack (root
wifs). Next, decompose the tree. If the tree contains at least one com-
pleted open branch, then the tree test determines the set {A, B,C} to
be consistent. If the tree does not contain at least one completed open
branch (the tree is closed), then the tree test determines the set {A, B, C'}
to be inconsistent.

Let’s illustrate the use of the truth-tree test for consistency. Suppose wish
to test whether the set {PV Q,Z V R} is consistent or inconsistent. In
prior tree decompositions, we have examined the decomposition of single
wifs. But, in this case, we have a set of wifs containing more than one
element. To set up this test, we start by writing each wif in the set on
its own line. In other words, we stack the wifs in the set, numbering each
wif, and justifying each with "P" as it is a provided wff.

1. PvQ P
2. ZVR P

The reason for setting up the tree in this way is because what we want to
test whether there is an interpretation that would make both PV @ and
Z NV R true. As such, we employ the stacking convention to indicate that
we are testing whether there is an interpretation that would make both
PV Q@ and ZV R true.

With the tree setup, the next step is to decompose the wifs in the tree.
Since both wifs are disjunctions, the VD rule is employed twice, first on
line 1 and then on line 2. Since both branches are open after the first
use of VD, the second use of VD decomposes the wif at line 2 under both
branches. The tree is found to have a total of four open branches, but a
single completed open branch is sufficient for demonstrating that the set
of wifs in the stack is consistent.
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1. PVQV P
2. ZVR Y p

P
VANERVAN

4. Z R Z R 2vD

1vD

Next, we analyze or “read” the tree by examining whether the tree has at
least one completed open branch. Since it does, the truth-tree test reveals
that {PV Q,ZV R} is consistent. Per the definition of consistency, there
is at least one interpretation of P, (), and Z that would make PV ) and
Z NV R true. Using the leftmost branch, and the method of obtaining that
interpretation from a completed open branch, one such interpretation is
the following: .#(P)=T,42(Q)=T,7(Z)=T,%(R)=T.

If a tree does not have at least one completed open branch, the tree method
determines the set of wifs being tested to be inconsistent. In other words,
if the tree is a closed tree, the set of wifs is inconsistent. For example,
consider the truth tree below:

1 (S —->T) Vv P
2 —=(=SVT) VvV P
3. SVT Vv 2-—D
4 S 1-—D
5 =T 1-—D
/N
6. =S T 3vD
® @
46 56

Starting from the base of the tree, notice that there is a wff P and its
literal negation —(P) in both branches. In the left branch, there is =5
and S while in the right branch there is T and —T. As such, there is
no way coherent interpretation of the propositional letters would make
{=(S = T),7~(=SVT)} true. Thus, the tree method determines that
{=(S = T),-—~(=SVT)} is inconsistent.

Exercise 4.45

Using the truth-tree method, determine whether the following sets
of wifs are consistent or inconsistent.
1. P,—P
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~PAQ,QA-R
P*)Q,P,—'Q
PV-Q,QV-P
-—(PVQ),PVQ
P—-Q,Q——-P

P

PV-Q,S < P,-S
(PAQ)NS),(SA—-Q)V S
(P —Q),7"(RVQ)VS

PPN PR

—
=

4.4.8  Tautology, Contradiction, Contingency

In chapter 3, we learned that a wif ¢ is a PL-tautology if and only if ¢
is true under every interpretation, a PL-contradiction if and only if ¢ is
false under every interpretation, and a PL-contingency if and only if ¢
is neither always false under every interpretation nor always true under
every interpretation. Truth trees can be used to determine whether a wif
is a PL-tautology, PL-contradiction, or PL-contingency.

Definition 4.4.3: Truth-Tree Test for Tautology

A truth tree shows that ¢ is a PL-tautology if a tree of the stack
of =(¢) determines a closed tree.

Definition 4.4.4: Truth-Tree Test for Contradiction

A truth tree shows that ¢ is a PL-contradiction if a tree of the stack
of ¢ determines a closed tree.

Definition 4.4.5: Truth-Tree Test for Contingency

A truth tree shows that ¢ is a contingency if a tree of ¢ does not
determine a closed tree and a tree of —(¢) does not determine a
closed tree.

Let’s consider some examples. Suppose we wish to test whether PVv—-P is a
contradiction, tautology, or contingency. There are two tests: the test for
contradiction and the test for tautology. The test to see whether PV —~P
involves setting up the tree by writing P V =P at line 1, decomposing
it, and then checking to see if the tree is a closed tree or a completed
open tree. If the tree is closed, then there is no interpretation such that
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P Vv =P is true, and so PV =P is a contradiction (as it is false under
every interpretation). If the tree is a completed open tree, then there is
at least one interpretation such that PV =P is true, then it is the wif is
not a contradiction. If it is not a contradiction,t hen P V —P is either
a contingency (true under at least one interpretation and false under at
least one interpretation) or tautology (true under every interpretation).

1. PVv-P Vv P

/N

2. P P 1vD

Notice that the contradiction test for PV —P reveals that there is at least
one completed open branch and so this wif is not a contradiction.

To test to see whether PV—P is a tautology, the tree is set up by creating a
tree where the root node is the literal negation of PV —P. In this case, the
root node would be —=(PV —P). From there, the wif is decomposed. If the
tree is a closed tree, then there is no interpretation where v(=(PV—P)) =
T. But, if that is the case, then v(P VvV =P) = T for every interpretation.
Hence PV —P would be a tautology. However, if the tree is not a closed
tree, then there is at least one interpretation where v(—=(PV —P)) = T.
But, if that is the case, then v(PV—P) = F for at least one interpretation.
Hence, PV —P is not a tautology. And, if we show that PV =P is neither
a contradiction nor a tautology, then it is a contingency. Let’s test PV —-P
to see if it is a tautology.

1. —\(P\/_'P) v P

3. -—P 1-vD
®
2,3

The tree for =(P VvV —P) is closed. Again, this tells us that there is no
interpretation such that —(P V —P) is true. And, if that is the case, then
there is no interpretation that would make PV —P false. And, if there
is no interpretation that would make P V —P false, then PV —P is true
under every interpretation. Hence, PV =P is a tautology.

Let’s consider another example. Suppose we wish to test whether PA—-P is
a tautology, contradiction, or contingency. As mentioned before, the setup
is important. We can set up the tree to test for tautology or contradiction.
If we wish to test whether a wff is a contradiction, we stack the wif itself.
In our example, we would write P A =P at line 1. If we wish to test
whether a wif is a tautology, we stack the literal negation of the wif. In
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our example, we would write =P A—P at line 1. In our example, let’s test
P A =P to see if it is a contradiction. If it is not a contradiction, then it
is a tautology or contingency, and we can then use the test for tautology
to determine which one of the two it is.

1. PA-P Vv P

2. Pv 1AD
3. -P 1AND
&
2,3

Notice that our tree produces a closed tree. Since PA—P produces a closed
tree, the tree test determines that P A =P is a contradiction (P A =P is
false under every interpretation of P). The reason this works is more
straightforward than why the tree method works for tautology. Since the
tree is closed, there is no interpretation that would make P A =P true.
And, if there is no interpretation that would make P A =P is true, then
P A =P is, by definition, a contradiction.

Next, let’s consider an example where we test whether a wif is a contin-
gency. Suppose we wish to test whether PV —(Q) is a tautology, contra-
diction, or contingency. As mentioned before, the setup is important. We
can set up the tree to test for tautology or contradiction. If we wish to test
whether a wif is a contradiction, we stack the wif itself. In our example,
we would write PV —(Q at line 1. If we wish to test whether a wif is a tau-
tology, we stack the literal negation of the wif. In our example, we would
write =(PV —Q) at line 1. Note that it is a somewhat common mistake to
write either =PV Q or =PV —Q at line 1. This is not the literal negation
of PV =@ and so would not be the correct setup for testing whether a
wif is a tautology. In our example, let’s start by testing PV @ to see if it
is a contradiction. If it is a contradiction, then no more trees are needed.
If it is not a contradiction, then it is either a tautology or contingency. If
it is a tautology, then we are done. However, it is neither a contradiction
nor a tautology, then, by process of elimination, it is a contingency.

First, let’s test whether P V —() is a contradiction. To do this, we stack
PV —Q at line 1. Next, we decompose the tree using the VD rule. Using
this rule produces a completed open tree (Tree 4.3). Since PV =@ is not
a contradiction, we can use the test for tautology to determine whether
PV =@ is a tautology or contingency. To do this, we stack =(P V =Q) at
line 1. Next, we decompose the tree using the =V D rule. Using this rule
also produces a completed open tree (Tree 4.4). Since =(P V —Q) is not a
tautology, then, by process of elimination, P V —(Q) is a contingency.
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1. Pv-Qv P 1. —(Pv-Q)v P

/\ 2. -P 1-Vv D

2. P -Q 1vD 3. Q 1=vD
Tree 4.3: Contradiction test Tree 4.4: Tautology test

The examples that we have considered thus far have been relatively straight-
forward. Perhaps you were able to determine whether the wif was a tau-
tology, contradiction, or contingency simply by looking at the wff and
without the help of a truth tree. However, this will not always be the
case. For some large wifs or wifs with complex structure, it may not
be immediately obvious whether the wif is a tautology, contradiction, or
contingency. Consider the wif (P — Q) V (P — —(@Q). Translated into
pseudo-English, this wif can be read as saying "If P, then Q or if P, then
not-Q". If "P" stands for "it is snowing" and "Q" stands for "the ground is
wet", then this sentence says something to the effect of "If it is snowing,
then the ground is wet or if it is snowing, then the ground is not wet". Is
this sentence a tautology, contradiction, or contingency? For some, it is
not immediately obvious since it is unclear whether a proposition either
implies a sentence or its negation. However, we can use the truth-tree
method to determine whether this wif is a tautology, contradiction, or
contingency.

Let’s begin by testing the wff to see if it is a contradiction. Start by
writing the wff at line 1 of the tree. Next, decompose the tree using the
VD rule, followed by the — D rule. The tree is as follows:

. (P->QVP—--Q v P

/\

2. P—-Qv P—-QV 1vD

NN

3. P Q -P -Q 25D

The left branch of the above tree is a completed open branch. Since this
completed open branch tells us that there is an interpretation such that
(P = Q)V (P — —Q) is true, it follows that this wff is not a contradiction.
The wif then is either a tautology or contingency.

Since the wif is either a tautology or a contingency, let’s test the wif to
see if it is a tautology. To do this, we stack ~((P — Q) V (P — —Q)) at
line 1. Next, we decompose the tree using the =V D rule. This rule gives
us (P — @) and =(P — —Q) on lines 2 and 3, respectively. Finally, we
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complete the tree by using — — D on both of these lines.

L ~(P=QV(P—=-Q)v P
2 -(P—-Q) Vv 1-vD
3. (P —-Q) Vv 1-Vv D
4. -P 2= — D
5 -Q 2-—= D
6 -P 3 —D
7 Q) 3= —D

&

5,7

The tree above is a closed tree. What this indicates is that there is no
interpretation where =((P — Q) V (P — —Q)) is true. It follows then
that this wff is false under every interpretation. However, if this wif is
false under every interpretation, then the unnegated version of this wif is
true under every interpretation. And so, according to the truth-tree test
for tautology, this means that (P — Q) V (P — —(Q) is a tautology.

To conclude this section, one final question concerning this test is the
following: if all the branches in a tree for ¢ are open, doesn’t this tell us ¢
is a tautology? For example, were we to decompose P — P, the resulting
tree would have two branches and both would be open. However, this is
not the case with every wif. For example, consider the wif P — (). This
wif is clearly not a tautology but decomposing it yields a tree with two
branches, both of which are open.

FExercise /.46

Using the truth tree method, determine whether the following wfifs
are PL-tautologies, PL-contradictions, or PL-contingencies.
P A-P

Pv-P

pP—-P

P« -P

PA(Q— P)

Pv(Q — P)

P — (Q — —P)

(PVQ)A(=PV-Q)

(P = Q) & ~(PA-Q)

PLNIHRP>EPE
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4.4.4 FEquivalence

In chapter 3, we learned that a set of wifs I' is said to be PL-equivalent
if and only if the wifs in I' have identical truth values under every in-
terpretation. Concern for equivalence typically emerges when there is a
question of whether two wifs ¢ and ¢ are equivalent. With this in mind,
our focus in this section will be on how to use the truth-tree method to
determine if two wifs ¢, ¢ are PL-equivalent.

Definition 4.4.6: Truth-Tree Test for Equivalence

A truth tree shows that ¢ and 1 are PL-equivalent if a tree of
(¢ <+ ) determines a closed tree. Otherwise, the tree shows that
¢ and 1 are not PL-equivalent.

The general procedure for using the truth-tree test for equivalence is as
follows: to test whether two wffs ¢ and ¢ are PL-equivalent, start by
stacking —(¢ <> ) at line 1. Next, decompose the tree using the = <» D
rule. After that, decompose the wifs in the tree until it is determined that
the tree is a completed open tree or the tree is closed. If the tree is closed,
then ¢ and ¢ are PL-equivalent. If the tree is a completed open tree, then
¢ and 1 are PL-equivalent.

Let’s illustrate the use of the truth-tree test for equivalence. We will start
with the simple example of testing whether A and ——A are PL-equivalent.
To do this, begin by stacking —(A <> —=—A) at line 1. Next, decompose the
tree using the — <+ D rule. Since the — <+ D rule involves both branching
and stacking, the use of this rule gives us A and =——A on the left branch,
and A and ——A on the right branch. Next, we decompose the wifs in
the tree. The right branch is closed and so there is no further work that
needs to do be done with it. The left branch is open and so it is necessary
to decompose the triply negated =———A using the ——D rule. After using
this rule, the left branch now is closed.

1. (A AV p

2. A ~A 1= D: 2-—D
3. -——A —-A 1= D; 2—=D
4. -A ® 3—=-D

® 2,3

2.4

In examining the tree above, we see that the tree is a closed tree. Since
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the tree is a closed tree, the truth-tree method contends that A and ——A
are PL-equivalent. That is, that A and —=—A have identical truth values
under every interpretation.

Next, let’s consider a slightly more complicated example since it likely
seemed obvious that A and =—A are logically equivalent. Consider whether
P — @ and PV (Q are PL-equivalent. To begin, stack =(P — Q <> PV Q)
at line 1. Next, decompose the tree using the = <+ D rule. The rule
involves stacking and branching. The left branch consists of P — @ and
—(PVQ), while the right branch consists of =(P — @) and PVQ. Next, we
decompose the remaining wffs in the tree until we can determine whether
it is a completed open tree or a closed tree. On the left branch, =V D
is a stacking rule, let’s apply this rule to —=(P V Q). We can finish the
decomposition of the left branch by decomposing the conditional P — Q).
On the right branch, =V D is a stacking rule, let’s apply this rule to PV Q.
We can finish the decomposition of the right branch by decomposing the
negated conditional =(P — Q). The tree is a closed tree. Since the tree is
a closed tree, the truth-tree method contends that P — @ and PV Q are
not PL-equivalent. That is, that P — @ and P V @) do not have identical
truth values under every interpretation.

1. “(P—=Q)«< (PVQ))V p

N

2. P—-@Q —(P—Q) 1=+ D
3. -(PVQ) PVvVQ 1=+ D
4. -P P 1= D;2-— D
5. -Q -Q 3-VD;2-—D
NN
6. -P Q P Q 2—D;2VvD;2VvD
&
5,6

Since the tree test shows that P — @) and P V @ are not PL-equivalent
and this tree has at least one completed open branch, it is possible to
specify an interpretation where the truth values of P — @ and PV Q) are
not identical. To do this, select a completed open branch. We will use the
leftmost branch and then use the method of obtaining an interpretation
from a completed open branch. Using this branch, on the interpretation
J(P)=F and #(Q) = F, the truth values of P — @ and P V @ are not
identical.

Finally, let’s test whether P — @ and —P V () are PL-equivalent. It is not
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immediately obvious that these two wifs are PL-equivalent since P — @
says "if P then Q" while =P V @ says "not-P or Q". We can use the truth-
tree method to determine whether they are PL-equivalent. To do this, we
begin by stacking ~((P — Q) < (-PVQ)) at line 1. Next, we decompose
the tree using the — <> D rule. The = <+ D rule is a rule that involves
both stacking and branching.

1. —(P=Q) < (=PVQ)v P

T

2. P—-Q —(P—=Q) 1=+ D

3. -~(-PVvQ) -PVQ 1=+ D

4. -P P 3-VvD;2—D
5. -Q -Q 3-VD;2~—D
6. -P Q P Q 2D

® © ®
46 56 46 56

Tree 4.5: Equivalence test for P — @ and =PV @Q

Tree 4.5 is a closed tree. Since the tree is a closed tree, the truth-tree
method contends that P — @ and =P V Q) are PL-equivalent.

FExercise 4.47

Using the truth tree method, determine whether the following pairs
of wifs are PL-equivalent.
1. P=>Q,~PNQ
PAQ,-PA-Q
P—Q,-PV-Q
~(PV@Q),~PA-Q
ﬂ(P — Q)? PA-Q

S-Sty

4.4.5 Semantic Entailment

In chapter 1, an argument was said to to be deductively valid if and only
if it is impossible from the premises to be true and the conclusion false.
In chapter 3, we tried to make this idea more precise through the notion
of semantic entailment (consequence). There we said that a wif ¢ is a
semantic consequence in PL of a set of wifs I' if and only if there is no
interpretation that makes all of the wifs in I" true and ¢ false. Even
further, we developed a way to test whether a set of wifs I' entails a wif
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¢ using the truth table. However, at the end of chapter 3, we also noted
several problems with this test. In this section, we define and illustrate
the use of the truth-tree method for testing whether a set of wifs I' entails
a wif ¢.

Definition 4.4.7: Truth-Tree Test for Semantic Entailment

A truth tree shows that I' = ¢ if a tree consisting of the members
of I" stacked with the literal negation of ¢ determines a closed tree.
Otherwise, the tree shows that I' |~ ¢.

Let’s consider a simple example where we test whether P, P — Q = Q. To
test this entailment, we begin by setting up the tree. The setup involves
stacking the wifs before the sign for entailment. In this case, we stack
P,P — (@ at lines 1 and 2, respectively. In addition, stack the literal
negation of the wff after the sign for entailment. In this case, we stack
—(Q) at line 3.

1. P P
2. P—Q P
3. -(Q) P

With the tree setup, the next step is to decompose the tree and then
determine if it yields a closed tree or a completed open tree. If the tree
is a closed tree, then the truth-tree method contends that I' = ¢. If the
tree is a completed open tree, then the truth-tree method contends that

T B~ ¢.
1. P P
2. P—-QVv P
3. -(Q) P
/N
4. P Q 2—D
&

&
1,3

w
=~

)

Since the tree for P, P — @, —(Q) yields a closed tree (all closed branches),
the truth-tree method contends that the P, P — @ = Q. That is, that
P, P — @ semantically entails Q.

Why does the truth-tree method work for testing for semantic entailment?
The truth tree method searches for an interpretation that would make
all of the wffs in the stack true. When creating a tree consisting of the
members of I' stacked with the literal negation of ¢, the truth tree method
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is searching for an interpretation that would make all of the wifs in I" true
and —(¢) true. But this is the same thing as searching for an interpretation
that would make all of the wffs in I" true and ¢ false. Since there is no
interpretation that would make all of the wifs in I" true and ¢ true, then
I' semantically entails ¢.

Let’s consider another example. This time consider P — Q,Q = P. To
test this entailment, begin by setting up the tree. The setup involves
stacking the wifs before the sign for entailment. In this case, we stack
P — Q,Q at lines 1 and 2, respectively. In addition, stack the literal
negation of the wif after the sign for entailment. In this case, we stack
—(P) at line 3. Once the truth tree is setup, the next step is to decompose
the tree and then determine if it yields a closed tree or a completed open
tree.

1. P—Q P
2. Q P
3. —(P) P

a

4. -P Q 1-D

In the case of the tree for P — Q, @, =(P), there is a completed open tree
(all open branches). Since the tree is a completed open tree, the truth-tree
method contends that the P — @, Q ~ P. That is, that P — @, Q does

not semantically entail P.

Exercise 4.48

Using the truth tree method, determine whether the following are

cases of entailment or non-entailment.
1. PAQEQ

AVBEB

A— B,BEA

(AVB) - C,AEC

(ANB) - C,AEC

PvQ,P—RQ—RER

P—-QQ—REP—R

P—-Q,PA\WEQVR

PAME—(P—Q)

P TSSO
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4.5 ADVANTAGES OF THE TRUTH-TREE METHOD

In chapter 1 and 3, we formulated two different accounts of what it means
for a conclusion to "follow from" a set of premises. In chapter 1, we defined
"following from" in terms of deductive validity. An argument was said to
be "valid" if and only if it was impossible for the premises to be true and
the conclusion false. In chapter 3, we defined 'following from" in terms
of semantic entailment. A set of wifs I' was said to semantically entail a
wif ¢ if and only if there was no interpretation that made all of the wifs
in I' true and ¢ false. In those two chapters, we also introduced various
methods for determining whether an argument is valid or whether a wif is
semantic consequence of a set of wifs. In chapter 1, the "imagination test"
was introduced. This test checks the validity of the argument by trying
to imagine a scenario where the premises are true and the conclusion is
false. If we can imagine such a scenario, then the argument is invalid. If
we can’t, then the argument is said to be valid. The many limitations
of this method calls for a better, more reliable method. In chapter 3, we
developed such a method with the method of truth tables. A truth table
considers the truth value of a wif or set of wifs by determining its truth
value under every interpretation. This table can then be used to determine
whether an argument is valid or whether a wif is a semantic consequence
of a set of wifs. The truth table method has several strengths over the
imagination test, but, as we saw, it is not without its own problems.

Recall that the main strength of the truth-table method over the informal
methods (e.g., intuition, imagination) is that it is a mechanical method
for checking the validity of an argument. That is, it is a method that can
be carried out by a machine. The main problems with this method were
as follows. First, it cannot easily handle arguments that involve many
propositional letters. As the number of propositional letters increases,
the number of rows required to complete the table increases exponentially.
Second, we cannot represent every valid English argument in PL.

In this chapter, we introduced a new method for checking the validity of
an argument. This method is called the truth-tree method. The truth
tree method is similar to the truth-table method as both are mechanical
methods for checking the validity of an argument. However, tree trees
have a few advantages over tables. First, the complexity of a truth tree
is not a function of the number of propositional letters. That is, where
the argument —=(M V S),~((T'V R) V Q),~(—(SV R) V Q) = —A would
require 64 rows (20 = 64), a truth tree quickly reveals the above argument
is valid. Second, the truth tree method is also more powerful in that it
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can be used in other, more expressive logical languages. These logical
languages are capable of representing more valid arguments in English
than the language of propositional logic. This chapter has illustrated the
former advantage. Chapters 6 and 7 will illustrate the latter advantage.

4.6 PL TREE RULES

ONY
¢ AD
" AD

¢VY

vD

¢ —(p) oD
v ) <D

¢ —~-D

~(¢ V)
S(¢)  ovD
—(¥) -~VvD
—(¢ =)
qb - =D
—(¥) -—=D
(¢ < 1)
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PL DERIVATIONS

5.1 TWO NOTIONS OF LOGICAL ENTAILMENT

In previous chapters, we clarified what it means for a proposition to "follow
from" another proposition by using the notion of deductive validity. An
argument is deductively valid if and only if it is impossible for the premises
to be true and the conclusion false. However, we pointed out that it
was difficult to test arguments to see if they are valid and the notion of
impossibility is also difficult to grasp. For these reasons (and others), we
introduced the notion of semantic entailment. A wif ¢ is said to "follow
from" a set of wifs I' if and only if there was no interpretation that make
the members of I' true and ¢ false. But, there is another, perhaps, more
natural way of understanding what it means for a proposition to follow
from a set of propositions. Namely, a conclusion can be said to follow
from a set of premises provided the conclusion can be "derived" from
those premises. In other words, a proposition P follows from a set of
propositions I' if and only if there is a derivation of P from I'.

What is a derivation? Intuitively, to derive that a conclusion C' from a
set of propositions P, P»,... P, is to provide a sequence of propositions
starting with Pj, Ps,... P, and then reason in a step-by-step manner,
where each step in the process is justified by a "rule of reason", until
ultimately one can conclude the sequence with the proposition C'. That is,
if P1, P>, Py were our premises and C was our conclusion, then a derivation
of C from P, P», P3 might look something like this:

Rule
/\ Rule Rule
NS Y
Py P Py Py Py C

Let’s highlight a few points about this intuitive idea of a derivation. First,
a derivation is a finite sequence of propositions. Therefore, if in order
to show that C follows from a set of premises, we needed to undertake
an infinite number of steps, then we would not have a derivation. Sec-
ond, a derivation of C' is a finite sequence of propositions where the last
proposition in the sequence is C'. That is, a derivation ends with its con-
clusion. Third, each proposition in the sequence is either a member of
Py, Py, ... P,, an assumption (more on this later), or is the result of using
the rules of inference (rules of reasoning or proof rules). That is, each
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proposition is one of our premises, a proposition we assume to be true for
the purpose of derivation (but don’t claim to be true or follows from prior
propositions), or is the result of using the rules that allow us to reason
from prior propositions to new propositions.

Let’s conclude our discussion with a simple illustration of a derivation.
Suppose we want to prove that "Frank is a criminal" from the following
three premises "If John is lying and Sally is lying, then Frank is a criminal.
John is lying. Sally is lying." Since a derivation must end with its con-
clusion and since we have premises, the basic structure of our derivation
would look something like this:

If John is lying and Sally is lying, then Frank is a criminal. (premise)
John is lying. (premise)

Sally is lying. (premise)

A proposition we reasoned to using a rule

A proposition we reasoned to using a rule

A proposition we reasoned to using a rule

Therefore, Frank is a criminal (conclusion)

N Otk W

To construct our derivation, we need to supply the propositions between
the premises of the above argument and its conclusion. And, we need to do
so only with propositions that are permitted by our rules for writing new
propositions. Suppose we have a rule that says whenever there are two
propositions in a derivation, we can always reason to their conjunction.
Call this the "AND-Introduction Rule" (or "And-Intro" for short).

Definition 5.1.1: AND-Introduction

From any two propositions P; and P, it is legitimate to reason to a
third proposition that is the result of placing "and" between them:
"P; and P".

If this is a rule for writing new propositions, then we can add to our
derivation in the following way.

If John is lying and Sally is lying, then Frank is a criminal. (premise)
John is lying. (premise)

Sally is lying. (premise)

Therefore, John is lying and Sally is lying (from 2, 3, using And-
Intro)

W =

At this point in the derivation, we do not have our conclusion. Let’s add
another rule for writing new propositions. Let’s say that whenever you
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have a proposition that has the form of "if P, then Q" (where P and Q
are propositions) and you have the proposition "P" on its own line, then
you can write down the proposition "Q" on a new line. If this is a rule of

inference, then we can add to our derivation in the following way. Let’s
call this rule the "IF-THEN Rule".

Definition 5.1.2: IF-THEN Rule

From the two propositions "if P, then Q" and P, it is legitimate to
reason to a third proposition Q.

Next, let’s use the IF-THEN rule in our argument:

If John is lying and Sally is lying, then Frank is a criminal. (premise)
John is lying. (premise)

Sally is lying. (premise)

Therefore, John is lying and Sally is lying (from 2, 3, using And-
Intro)

5. Therefore, Frank is a criminal (from 1, 4, using IF-THEN)

Lo =

We now have a derivation of the conclusion from the premises. The deriva-
tion is finite (not infinite); it begins with the premises and terminates with
the conclusion; and, each proposition in the derivation is either a premise,
an assumption, or the result of using the rules of inference.

s ~

Definition 5.1.3: derivation

A derivation of a proposition C from a set of propositions
Py, P,,...P, is (1) a finite sequence of propositions where (2) the
last proposition in the sequence is C' and (3) each proposition is ei-
ther a premise, an assumption, or is the result of using the rules for
writing new propositions ("rules of inference" or "rules of reason").

While several questions still remain about derivation (e.g., what are the
rules that allow you to write new propositions in the derivation?), we have
articulated a second sense in which a conclusion can be said to follow from
a set of premises. This involves, not the concept of semantic entailment
but the concept of derivation. A conclusion "follows from" a set of premises
if and only if there is a derivation of the conclusion from the premises.
With this intuitive idea of a derivation in mind, we can now turn to the
task of defining the notion of a derivation for the language of propositional
logic.!
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If T is empty and I' - ¢,
then ¢ is a theorem and
the derivation is a proof

of ¢.

5.2 SYNTACTIC ENTAILMENT

In the above example, we reasoned from "If John is lying and Sally is
lying, then Frank is a criminal” and "John is lying and Sally is lying" to
"Frank is a criminal"'. We reasoned from two earlier propositions to a
new proposition. It was claimed that what allowed us to do this was an
inference rule. But what are the inference rules? In PL the inference rules
are the rules that permit us to write down new wifs from earlier wifs. The
set of inference rules are called the deductive apparatus.

Definition 5.2.1: deductive apparatus

A deductive apparatus for PL is a set of rules that express whether
a ¢ can be written after a set of wifs I' in a derivation. The deduc-
tive apparatus for PL is hereafter abbreviated as PD.

In the previous section, our deductive apparatus for English consisted of
two rules: AND-INTRO and the IF-THEN Rule. The deductive appara-
tus for PL are rules for writing wifs in a derivation (or proof). With that
in mind, let’s define a derivation (or proof) in PL.

Definition 5.2.2: derivation of ¢ in PL

A derivation in PL of ¢ is a finite (not infinite and not empty) string
of formulas from a set I" of PL wifs where (i) the last formula in
the string is @ and (ii) each formula is either a member of T', an
assumption, or is the result of using the deductive apparatus.

To understand the notion of a derivation, take our earlier example of an
argument.

If John is lying and Sally is lying, then Frank is a criminal. (premise)
John is lying. (premise)

Sally is lying. (premise)

Therefore, John is lying and Sally is lying (from 2, 3)

Therefore, Frank is a criminal (from 1, 4)

Clp o=

This argument is a finite sequence of propositions. The last proposition
in this sequence is "Frank is a criminal'. In addition, each proposition
is either a premise, an assumption, or the result of using the rules of
inference. For instance, the proposition "John is lying" is a premise and
"John is lying and Sally is lying" is the result of using the rule of inference.
As we will see, a derivation of ¢ from a set of wifs I' is the same thing.

174



There is a finite sequence of wifs where the last wif is ¢ and each wif is
either a member of I', an assumption, or the result of using the deductive
apparatus.

With the notion of a deductive apparatus and a derivation in hand, we
can now define the notion of a syntactic consequence (or entailment) in

PL.

s ~

Definition 5.2.3: syntactic consequence / entailment

A formula ¢ is a syntactic consequence in PD of a set I' of PL wifs
if and only if there is a derivation in PD of ¢ from I'. To express
that ¢ is a syntactic consequence of I', we write I' - ¢.

If there is a derivation of ¢ from I', then ¢ is a syntactic consequence of
I'. That is, I' - ¢. In contrast, if there is no derivation of ¢ from I', then
¢ is not a syntactic consequence of I'. That is, I' ¥ ¢.

With these definitions in hand, we can now turn to the task of (1) learn-
ing how to set up a derivation, (2) developing a deductive apparatus for
PL, and then (3) learning how to use the deductive apparatus to solve
derivation.

5.3 SETUP

Suppose that it is claimed that PAR, P — Z + ZV Q. This set of symbols
says that Z V @ is a syntactic consequence of P A R, P — Z. Intuitively,
you can think of this as saying that Z VvV Q follows from PA R, P — Z.
And, you can think of P A R and P — Z as premises, while Z V @ is the
conclusion. The F symbol is called the “single turnstile” and is used to
indicate that the proposition on the right side of the turnstile is a syntactic
consequence of the propositions on the left side of the turnstile.

If PAR,P — Z F ZV(Q is the case, then there is a derivation of ZVQ from
PAR,P — Z. How do we show that there is such a derivation? Since
a derivation is nothing more than a finite sequence of wfifs, technically,
we would only need to provide a right sequence of wifs starting with
PAR/P — Z and ending in Z V ). Such a sequence might look as
follows:

PARP—Z,P, 2,72V Q

So long as the each of the wifs in the sequence is P A R, P — Z, an as-
sumption, or the result of using the deductive apparatus, and the sequence
terminates in ZV (@), then we have our desired derivation. But, this is not a
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very visually appealing way of providing a derivation and, if various rules
of inference from our deductive apparatus allow us to take steps forward
in the derivation (write new wifs), we will wonder which rule of inference
is being used at various stages of the derivation. To address both of these
issues, let’s use a more systematic way of creating a derivation.

First, suppose we have a claim that I' - ¢. Our derivation will make use
of three columns. The first column is for numbering wffs in the deriva-
tion, the second is for writing wifs in the derivation, and the third is for
writing down what justifies the wifs in the middle column being there.
The first column is called the “line number”, the second column is called
the “derivation body”, and the third column is called the “justification”.

Line Number Proof Body Justification
1 wifl justl
2 wif2 just2
3 wif3 just3

Figure 5.1: Three columns of a derivation

Let’s illustrate this with our earlier example involving P A R, P — Z
Z NV Q. We will set up a derivation of this entailment as follows:

1 PAR P
2 P2 P,ZVQ

Notice that there are three columns. The leftmost column numbers each
row (or wff) in the derivation. The middle column P A R and P — Z are
wifs that are members of I' or the wifs that are said to entail Z. This is
the core part of the derivation. The rightmost column is the justification
column. The justification column justifies the presence of the wif at that
line. Intuitively, P A R and P — Z can be thought of as the premises of
the argument. More precisely, they are simply members of a set of wifs I"
that are claimed to entail a wif ¢. To justify the presence of these wifs,
we will write P’ in the justification column to indicate that these wifs are
"premises" or "provided'.

It is sometimes customary to write the wif that the proof is supposed
to derive (the conclusion) in the justification column. In our example,
Z NV @ is the wif that is supposed to be derived. So, we write Z V () in the
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justification column. This is a matter of taste, but is often helpful when
trying to construct long, complex proofs that have multiple subproofs
contained within them (more on this later).

Exercise 5.49

Set up the following proofs:

-P,-P—ZFZ

PANQ,QANREFPAR
P,Q,R-(PANQ)ANR

(=P AN=-Q)AN—-RF-QAN-R

-—-PFP

PP+ QFQ

P—-Q,Q—Z R\N—-——TFP—(ZAR)

NN

5.4 THE INTELIM DERIVATION RULES

With the concepts underlying proofs along with a procedure for setting up
proofs in place, the next step is to develop the deductive apparatus (PD).
The particular type of deductive apparatus developed here is known as a
system of “natural deduction” as the particular rules are akin to certain
rules of inference (or reason) people use in everyday arguments. The
particular rules of PD will be called the “derivation rules”. There are two
main types of derivation rules: introduction rules and elimination rules.

An introduction rule is a rule that introduces a wif of a certain type
into the proof. For example, suppose we wished to develop an rule that
permits you to introduce an "and" proposition into an argument. For ex-
ample, Tek and Liz may agree that whenever there are two propositions
already in an argument, one is permitted to reason to a complex propo-
sition that connects both of them with the word "and". Using this rule
would allow you to reason from "snow is white" and "grass is green' to
the proposition "snow is white and grass is green." But, it is important
to note that this rule does not only work with the particular propositions
"snow is white" and "grass is green". It is instead a rule that works with
any two propositions. The rule is a template for reasoning.

Since such a rule always introduces an "and" proposition into an argument,
it would be an example of an introduction rule. They might call it "and-
introduction" to distinguish it from other types of introduction rules they
might formulate.
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5.4.1  Conjunction Introduction and Elimination

Before introducing our first rule, a quick note on how all of our rules
will be presented. The approach of this text is to (1) define the rule,
(2) provide a schematic use of the rule, and then (3) provide a minimal
working example (MWE) of the rule. Once the rule has been presented,
then we will discuss the rule in more detail by looking at various examples
of the rule in action.

Let’s introduce the first introduction rule of PD.

5.4.1.1  Conjunction Introduction

Definition 5.4.1: Conjunction Introduction (AT)

b, NP or ¢, p AP From ¢ and ¥, the wif ¢ A1) can be
derived. Similarly, from ¢ and 1, the wif ¥ A ¢ can be derived.

Here is a schematic use of the rule:

1 ¢ P
2 Y P
3 ONY A1, 2

Conjunction introduction states that from two wffs ¢ and 1, the conjunc-
tion of these wifs ¢ A ¢ can be derived on a new line in the proof. It is
important to note that ¢ and 1 are variables for propositions and so ¢ and
1 can be any PL-wff. When conjunction introduction is used on two wifs
to derive a conjunction, the line number of each wif is cited along with
the abbreviation for conjunction introduction. Let’s look at an MWE of
conjunction introduction.

1 P P

2 @ P
3 PAQ A1, 2

Notice that in the MWE of conjunction introduction, there are two wfifs
in the proof P and ). The third line is the result of using conjunction
introduction on P and (). Since conjunction introduction requires the
use of prior wifs in the proof, when line 3 is justified, we include the line
numbers of the wffs used in the use of conjunction introduction. Since,
as mentioned, lines 1 and 2 are used, we write "1, 2" in the justification
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column next to the abbreviation for conjunction introduction, which is
A

Now that we have provided a definition of conjunction introduction, a
schematic use of conjunction introduction, and an MWE, let’s consider a
few examples. To start, suppose we wished to show that P, R, Z+ PA Z.

1 P P
2 R P
3 Z P

4 PANZ AIL3

The proof is setup as follows: the first three lines are justified as "P" as
these wifs occur before the single turnstile. The fourth line is the result
of using the conjunction introduction rule. The conjunction introduction
rule is used to derive PA Z from P (line 1) and Z (line 3). Since conjunc-
tion introduction requires the use of prior wifs in the proof, it is helpful
to include the lines of the wifs used in the use of conjunction introduc-
tion. Since, as mentioned, lines 1 and 3 are used, we write "1, 3" in the
justification column next to the abbreviation for conjunction introduction.

Let’s consider another example. Suppose we wished to show that P, R, W +
(P AN R) ANW. To begin, we start by setting up the proof. To do this, we
write P, R, and W in the proof body column and write "P" in the justi-
fication column.

1 P P
2 R P
3 W P

Once the proof is set up, we can begin to fill in the proof body and
justification columns. Note that the goal of the proof is to derive (P A
R) AW rather than P A (RAW). This means that we will want to derive
P A R first. This is possible with conjunction introduction given that we
have P at line 1 and W at line 3.

1 P P
2 R P
3 W P

4 A 1,2

Next, note that P A R is a wif. Since it is a wif, we can use conjunction
introduction on it with another wif in the proof. Our goal is to derive
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the conclusion in the proof and so we can use conjunction introduction on
P AR (line 4) and W (line 3) to derive (P A R) AW at line 5:

1 P P
2 R P
3 W P
4 PAR A1, 2

5 [PAR)AW| AT4,3

Let’s consider one final example. Suppose we wished to show that P —
Q,~R,SF (P — Q)AN—-R)AN-R. To begin, we start by setting up the
proof.

1 P—=Q P
2 R P
3 S P

Next, we can use conjunction introduction on P — @ (line 1) and —R
(line 2) to derive (P — Q) A =R at line 4.

1 P—>@Q P
2 R P
3 S P

4 [(P=QA-R| AIL2

Looking at our conclusion, notice that there is another =R in the wif. To
derive the conclusion, we will use =R on line 2 again. That is, we will use
line 2 and our newly formed conjunction (P — Q) A =R (line 4).

1 P—Q P
2 —R P
3 S P
4 (P—>Q)N-R N 1,2

ot

(P> Q) A-R)A=R|  AI4,2

Notice that in the above example, we used the conjunction introduction
on line 2 and 4. This is permitted as conjunction introduction allows us
to use any two wifs in the proof.
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5.4.1.2  Conjunction Elimination

Recall that the intuitive idea behind introduction derivation rules is that
they introduce wifs of a certain type. With respect to English, we men-
tioned the hypothetical "and-introduction" rule that allows you to reason
from "snow is white" and "grass is green" to "snow is white and grass is
green'. With respect to PL, we introduced the conjunction introduction
rule allows you to reason from any two wifs to a conjunction of those
two wifs. In addition to introduction rules, there are elimination rules.
Before discussing elimination rules in PL, let’s consider the intuitive idea
behind elimination rules. Suppose Tek and Liz agree that whenever there
is a proposition connected by an "and', you can reason to either side of
the "and" proposition. For example, suppose there is a proposition of the
form "snow is white and grass is green", then the rule would permit you
to reason to "snow is white" and "grass is green". Since such a rule always
reasons from an "and" proposition an argument, they decide to call this
rule "and-elimination".

Let’s introduce the first elimination rule of PD.

s B

Definition 5.4.2: Conjunction Elimination (AE)

O ANV @ or ¢ ANt 1. From the conjunction ¢ A 1), the wif ¢ can
be derived. Similarly, from the conjunction ¢ A, the wif ¢ can be
derived.

Here is a schematic use of the rule:

1 oAy P 1oAY P
2 ¢ AE 1 2 1 AE 1

With this statement of conjunction elimination, let’s provide a MWE of
conjunction elimination. Consider PA Z - Z.

1 PANZ P, Z

2 P AE 1

3 Z AE 1
The proof is setup as follows: the first line is justified as "P" as this wiff
occurs before the single turnstile. The second line is the result of using the
conjunction elimination rule. The conjunction elimination rule is used to

derive P from P A Z (line 1). Since conjunction elimination requires the
use of a prior wif in the proof, we include the line of the wff used in the use
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of conjunction elimination. Since, as mentioned, line 1 is used, we write
"1" in the justification column next to the abbreviation for conjunction
elimination. Note that in addition to permitting us to derive the left wiff
P, we can also derive the right wif Z from P A Z.

Let’s consider another example and we will consider it in a step-by-step
manner. Consider the following: P A (R A W) = W. As the setup only
involves listing the wifs to the left of the turnstile and numbering them,
we can set up the proof as follows:

I PA(RAW) PW

Once the proof is set up, we can begin to fill in the proof body and justifi-
cation columns. The temptation of students beginning logic is to directly
derive W on line 2. Unfortunately, this would not be correct. Conjunction
elimination allows for deriving either conjunct from a conjunction. So, if
our conjunction is ¢ A, using conjunction introduction on this wff allows
for deriving ¢ or 1. But what are the conjuncts of P A (R A W)? These
are P and R A W. Therefore, using conjunction elimination on this rule
only permits deriving P or R A W. Let’s go ahead and derive R A W.

1 PA(RAW) P
2 AE 1

3 W AE 2

Now that R A W has been derived, we can derive W from R A W. This
is because the conjunction R A W has two conjuncts (R and W) and
conjunction elimination allows for deriving either wif.

1 PA(RAW) P
2 RAW ANE 1
3 ANE 2

Thus far, we have considered proofs that make use of conjunction intro-
duction and conjunction elimination in isolation. Next, let’s consider an
example that makes use of both conjunction introduction and conjunction
elimination. In this example, suppose we aimed to provide the proof for
the following: PAQ,RASFQAS.
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1 PAQ P

2 RAS P
3 Q AE 1
4 S AE 2

5 QAS AT 3,4

Once the proof was setup, we derived @ from P A ) using conjunction
elimination and S from RAS using conjunction elimination. If you derived
P and R using conjunction elimination, then this would be an acceptable
use of the rule (and totally correct) but you would have added some extra
steps to your proof. With @ and S isolated on lines 3 and 4, we used
conjunction introduction to create the conjunction of these two wifs.

FEzercise 5.50

Provide proofs for the following:

1. P,Q,R,SFPAS
A,B,C,——DtF (AANB)A(CA--D)
PAN(RANM)FR
PANRANM)EM
PAR,~ZN-WEPAN-W
PAN(-RAN-W),L,RNZF-RA(LAZ)
(MAN)AW (P—=>Q) ANYF(P—=Q)AW
FAGAN(PVQ)),(LAM)-LA(PVQ)

PNSHPPE

5.4.2  Conditional Elimination and Introduction

In earlier sections, we introduced the conjunction introduction and con-
junction elimination rules. These rules allow you to introduce conjunc-
tions into the proof and derive wifs from conjunctions in the proof, re-
spectively. In addition, we examined the idea of assumptions. In this
section, the conditional introduction and conditional elimination rules.
As introduction and elimination rules, conditional introduction will allow
you to introduce conditionals into the proof and conditional elimination
will allow you to derive wifs from conditionals in the proof.

5.4.2.1 Conditional Elimination

Let’s consider Liz and Tek one more time. Suppose Liz and Tek want to
add another rule to their set of "rules of inference". They have already
agreed upon "and-introduction" and "and'-elimination, but they would
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like to also reason with propositions of the form "if P, then Q". They add
the following rule: whenever you have an "if P, then Q" proposition, where
P and Q are propositions, and you have P by itself, the you can reason to
Q. They decide to call this rule "if-then elimination". Here is an example:

1. If it is raining, then the ground is wet. (premise)
2. It is raining. (premise)
3. Therefore, the ground is wet. (from 1, 2, using if-then elimination)

In the above example, there is an "if-then" proposition at line 1, the propo-
sition that is between the "if" and the "then" at line 2, and the "if-then
elimination" rule allows to write the proposition to the right of the "then"
at line 3.

Let’s create a similar rule for our system of natural deduction. Remember
that it is proposed that some propositions of the form "if P, then Q" (ma-
terial conditionals) can be expressed as P — Q. In addition, recall that
the conditional has two parts: the antecedent and the consequent. The
antecedent is the proposition to the left of the arrow and the consequent
is the proposition to the right of the arrow. In P — @, the wif P is the
antecedent and the wif () is the consequent.

Antecedent | | Consequent

l l
N

With these considerations in mind, let’s add the conditional elimination
rule to our system of natural deduction. Conditional elimination is one
of the most famous rules of inference in logic. It has several other names,
e.g., modus ponens or "affirming the antecedent”, but we will simply call
it "conditional elimination".

Definition 5.4.3: Conditional Elimination (— E

¢ — Y, ¢+ 1. From ¢ — 1 and ¢, the wif 1) can be derived.

The underlying idea behind this rule is that if you have (1) a conditional
and (2) the antecedent of that conditional on another line, then you can
(3) derive the consequent of that conditional. Here is a schematic use of
the rule:
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1 ¢— P
2 @ P
3 Y —FE1,2

Again, notice that conditional elimination involves two wffs: a conditional
¢ — 1 and the antecedent ¢ of that conditional. The conditional ¢ — ¢
and its antecedent ¢ are used to derive the consequent . In the schematic
use of the rule, the line numbers of the conditional and the antecedent are
cited in the justification column. Here is a minimal working example of
conditional elimination:

1 P—=>Q P
2 P P
3 Q —FE1,2

Again, notice that conditional elimination involves two wifs: a conditional
P — @ and the antecedent P of that conditional. The conditional P — @
and its P are used to derive the consequent ). In the MWE of conditional
elimination, the line numbers of the conditional and the antecedent are
cited in the justification column along with — FE, which is the abbreviation
for conditional elimination.

There are two mistakes individuals make when using conditional elimina-
tion. The first mistake is to use conditional elimination on the conditional
without having the antecedent of that conditional in the proof. For ex-
ample, consider the following proof:

1 ¢— P
2 1 —F1

This use of conditional elimination is not correct as the antecedent ¢ of
the conditional ¢ — 1) is not in the proof. In other words, whenever you
use conditional elimination, you must have a conditional ¢ — 1 and the
antecedent ¢ of that conditional in the proof. It is not likely that this is
a mistake concerning how people reason as few individuals are likely to
reason "if I buy a lottery ticket, then I will win the lottery. Therefore, 1
will win the lottery." Most individuals will assume that they need to buy a
lottery ticket before they can win the lottery. Rather this type of mistake
is largely due to not paying attention to the fact that both wiffs need to
be cited in the justification column.

The second mistake is to use conditional elimination using a conditional
and the consequent of that conditional to derive the antecdent of that con-
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ditional. In short, this mistake is to use ¢ — 1,1 to derive ¢. Reasoning
in this way is referred to as "the fallacy of affirming the consequent". Let’s
consider an example of this mistake in an argument before considering how
the mistake would be made in a proof. Suppose you have the following
argument: "If I buy a lottery ticket, then I will win the lottery. I won the
lottery. Therefore, I bought a lottery ticket." This argument is (1) not a
correct use of conditional elimination as the antecedent of the conditional
is not in the argument (2) not valid as it is possible to win the lottery
without buying a lottery ticket (e.g., a relative may have bought you a
ticket for your birthday). Let’s consider this same mistake in the context
of a proof:

1 o= P
2 1 P
3 ¢ —FE 1,2

Notice that in the above proof, there is the conditional at line 1, but rather
than having the antecedent ¢ of the conditional on a line, there is the
consequent 1 of the conditional at line 2. Conditional elimination is used
incorrectly at line 3 to derive the antecedent ¢ of the conditional. This is
not a correct use of conditional elimination since conditional elimination
requires a conditional and the antecedent of that conditional in the proof.

Now that we have defined conditional elimination, considered a minimal
working example, and considered some common mistakes, let’s consider
some examples where conditional elimination is used correctly. First, con-
sider Z — R,Z NP+ R. As with prior proofs, setting up the proof
involves writing Z — R, Z A P at lines 1 and 2, respectively, and then
trying to derive the conclusion R in the proof. Let’s construct this proof
in a step-by-step fashion.

1 Z—R P

2 ZAP P, R
Notice that we cannot use conditional elimination immediately on line
1. This is because conditional elimination requires the antecedent of the
conditional. In this case, the antecedent of the conditional is Z and Z

is not on its own line in the proof. However, we can use conjunction
elimination on line 2 to derive Z from Z A P.

1 Z—=R P
2 ZAP P, R

3 NE 2
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Once we have derived Z, we now have the antecedent of the conditional
at line 1 and can use conditional elimination (using lines 1 and 3).

1 Z—R P
2 ZAP P, R
3 Z ANE 2

4 [R] —FE1,3

Let’s consider another example. Suppose we wished to show that (P —
Q) —» (S — M),P - Q,SF M. As with prior proofs, setting up the
proof involves writing (P — Q) — (S - M), P — @, S at lines 1, 2, and
3, respectively, and then trying to derive the conclusion M in the proof.

1 (P—=Q)—(S—M) P

2 P—>Q P

3 S P, M

4 S—-M —FE1,2
5 M —FE4,3

In the above example, the conditional at line 1 consists of two parts: (1)
the antecedent P — () and (2) the consequent S — M. Since we have the
antecedent of that conditional at line 2, we can use conditional elimination
to derive the consequent S — M. With S — M at line 4, notice that
we have the antecedent of this conditional at line 3. We can thus use
conditional elimination to derive M at line 5.

FEzercise 5.51

Provide proofs for the following (each proof will involve a use of
conditional elimination to complete the proof):

P—Q,PFQ

A— M, -AAEM

(ANB) = C,A,B+-C

(-PANQ)— (-SAT),-P,Q+T
R—ZZ—->WRANMEFWAM

RPN

5.4.2.2  Assumptions and Subproofs

Before introducing conditional introduction, we need to introduce the idea
of assumptions and subproofs. An assumption (abbreviated as ’A’) is a
proposition that is supposed or taken as a hypothesis. It is not a propo-
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sition that is asserted to be the case or said to directly follow from other
propositions. Let’s consider an example. Suppose Liz and Tek are newly
married and have been living in a friend’s basement to save money. Af-
ter several months, they think they have enough to buy their first house.
They are not a rich couple and so they are worried about this purchase.
There are many propositions they take to be true about this upcoming
purchase. They both believe that "if they buy a house, they will have
to pay taxes" and that "if they buy a house, they will do repairs on the
home (as the house is not in good condition)". Let’s number each of these
premises and mark each with a "P" to indicate that they are premises (or
propositions that Liz and Tek take to be true):

1 If we buy a house, we’ll pay taxes. P

2 If we buy a house, we’ll do repairs P

Now Liz and Tek are not sure if they want to buy a house. So, they say
the following: "Assume we did buy a house." To make it clear that they
are not saying they bought a house or that buying a house follows from
(1) and (2), let’s indent from the premises, write out their assumption,
and justify this proposition in their line of reasoning with an "A" (for
assumption).

1 If we buy a house, we’ll pay taxes. P

2 If we buy a house, we’ll do repairs P

3 | Suppose we buy a house Assumption
4

5

With this assumption in place (with their dream of buying in front of
them), Liz and Tek might do a little reasoning. For example, Liz might
say that assuming they buy a house (line 3) and assuming (1), it would
follow they would have to pay taxes. So, Liz might develop their proof as
follows:

1 If we buy a house, we’ll pay taxes. P

2 If we buy a house, we’ll pay for the repairs P

3 | Suppose we buy a house Assumption
4 ’%1 pay taxes — F, 1-3

Tek might add, "ah, yes, still under this assumption that we buy a house,
not only will we have to pay taxes but we’ll also do our own repairs."
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1 If we buy a house, we’ll pay taxes. P

2 If we buy a house, we’ll do repairs. P

3 | Suppose we buy a house Assumption
4 | We'll pay taxes — FE, 1-3

5 | We’ll do repairs — B, 2-3

"Yes," Liz says, "so we’ll not only pay taxes but we’ll also do repairs."

1 If we buy a house, we’ll pay taxes. P

2 If we buy a house, we’ll do repairs. P

3 | Suppose we buy a house Assumption
4 | We'll pay taxes — FE, 1-3

5 | We’ll do repairs — B, 2-3

6 | We'll pay taxes and do repairs AE, 4.5

A few points to make about our example. First, when Liz and Tek made
an assumption, then indented from the point they were in the proof and
drew a vertical line to indicate that the reasoning they were about to do
was under the assumption. Second, they justified their assumption with
"A" for assumption. In doing this, they effectively started a new proof
within their proof. This is called a subproof. It is a proof that is nested
within another proof.

1 Main Line

2 | Assumption Start of Subproof

In making the assumption and then reasoning under the assumption, Liz
and Tek are not saying that she and Tek will have to pay taxes, nor are
they saying that they have to do repairs. Rather, they are saying that
given the existing premises, on the assumption they buy a house, it would
follow that they we’ll pay taxes and do repairs.

Let’s pivot from Liz and Tek to PL proofs. In PL, you can make assump-
tions and derive wifs from those assumptions. Let’s consider an example
where a proof begins with S and then makes the assumption B.

189



You can think of as-
sumptions as containers.
You can have containers
within containers within
containers. The outer
container is the main line
of the proof. The inner
containers are the sub-
proofs.

1 S P

2 |B A

3 SAB A1, 2
4

5

6

Similar to the Liz and Tek example, once B is assumed, it is possible to
derive wifs from that assumption. In this case, the wif S A B is derived
from the assumption B using line 1. This is done by using conjunction
introduction on S and B.

How many assumptions can you make? You can make as many assump-
tions as you want. Let’s consider an example where a proof begins with
() and then makes the assumption .S and then makes the assumption W.

1 Q P
2 | S A
3 W A
4
5
6

Some proofs will contain a single subproof (or subproofs within subproofs),
but other proofs will contain multiple distinct subproofs. Let’s consider
our earlier example involving Tek and Liz. Suppose Tek and Liz are still
considering whether or not to buy a house. They have considered what
follows under the assumption that they do buy the house, but now they
wish to consider what follows under the assumption that they do not buy
the house. Their reasoning might look like the following:

1 If we buy a house, we will have to pay taxes prem

2 If we buy a house, we will have to pay for repairs prem

3 | Suppose we buy a house Assumption

4 | We will have to pay taxes if-then-elim, 1,3
5 | We will have to pay for repairs if-then-elim, 2,3
6 | Suppose we do not buy a house Assumption

7

8
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In this scenario, Tek and Liz are not reasoning "let’s assume we buy a
house and under this assumption, let’s now assume we do not buy a house".
That would be a rather confusing conversation! Rather, they are reasoning
"let’s assume we buy a house" and then drawing out the consequences from
this assumption. Then, they are separately considering what follows under
the assumption that they do not buy a house. In other words, they are
making two distinct assumptions.

Let’s illustrate how this would look in a PL proof. Suppose we have the
following proof:

1 Q P

2 | B A

3 |QAB A 1,2
4

5

6 |[C A

7 | QANC A1, 2
8

9

In this example, the proof begins with () as a premise. Next, the assump-
tion B is made. From this assumption, the wif Q A B is derived using
conjunction introduction. Next, the assumption C' is made but not under
the assumption B. Rather C is a separate assumption.

Two final points about assumptions and subproofs before we return to the
discussion of conditional introduction. First, one common mistake is to
derive a wif from subproof that only follows in that part of the subproof.
Let’s consider an extreme illustration.

1 If I buy a lottery ticket, I will win the lottery. prem

2 | Assume I will buy a lottery ticket. Assumption
3 I will win the lottery. if-then-elim, 1,2

Suppose Tek puts forward the above argument. At line 1, Tek does not
assert that he will win the lottery, only that he has exceptional luck or
power over the lottery system. He asserts that if he buys a ticket, then
he will win the lottery. From this claim, it does not directly follow that he
will win the lottery. At line 2, he makes the assumption that he will buy
a ticket. In this case, Tek is not asserting he will buy a ticket. Instead, he
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is considering what would follow if he bought a ticket. Insofar as Tek is
making an assumption, he begins to reason in a subproof. At line 3, Tek
uses conditional elimination to derive the conclusion that he will win the
lottery. This is not a correct use of conditional elimination. The reason
is that while the conclusion "I will win the lottery" only follows under the
assumption "I will buy a lottery ticket'. In writing "I will win the lottery"
at line 3, Tek is asserting that he will win the lottery follows from the
premise "if I buy a lottery ticket, I will win the lottery". This is not the
case. What went wrong is that Tek derived a wif from a subproof that
only follows within that part of the proof. That is, it only follows within
the subproof that begins with the assumption "I will buy a lottery ticket".

To ensure we don’t create this mistake again, let’s introduce some termi-
nology. When making an assumption, we indent and draw vertical lines
to indicate the scope of the assumption. The scope of the assumption is
the part of the proof that depends upon the assumption. When an as-
sumption is made, any further reasoning involving the assumption is done
within the scope of the assumption. So, if we wanted to derive a wif using
the assumption "I will buy a lottery ticket" in the example above, this
reasoning would be done within the scope of the assumption. Our earlier
example can be rewritten as follows:

1 If I buy a lottery ticket, I will win the lottery. prem

2 | Assume I will buy a lottery ticket. Assumption
3 | I will win the lottery. if-then-elim, 1,2

Notice that in our new example, "I will win the lottery" at line 3 is written
within the scope of the assumption. This is to signal that the reasoning
at line 3 depends upon the assumption at line 2.

Let’s consider another example. In this example, we’ll start the proof
with two premises, create an assumption, and then use our premises, the
assumption, and the "if-then-elim" rule to derive some new propositions.

1 If we buy a house, we will have to pay taxes prem

2 If we buy a house, we will have to pay for repairs prem

3 | Suppose we buy a house Assumption

4 | We will have to pay taxes if-then-elim, 1,3
5 | We will have to pay for repairs if-then-elim, 2,3

Notice that in the above example, the proposition "we will have to pay
for repairs" is derived within the scope of the assumption that begins at
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line 3.

Second, you can use propositions that are outside of the subproof to derive
wifs in the subproof. When Tek and Liz are considering whether to buy
a house, they have two premises: "if we buy a house, we will have to pay
taxes" and "if we buy a house, we will have to pay for repairs". When Liz
makes the assumption "suppose we buy a house", this assumption is made
in the context of these two premises already present in the proof. Liz and
Tek are not considering what follows from the assumption "suppose we buy
a house" in isolation from the premises. Rather, they are considering what
follows from the assumption "suppose we buy a house" and the premises.
In other words, they are considering what follows from the assumption
"'suppose we buy a house" given the premises.

Since that is the case, Liz and Tek can use the premises to derive wifs in
the subproof. For example, they can use the premise "if we buy a house,
we will have to pay taxes" to derive the wif "we will have to pay taxes" in
the subproof.

Let’s illustrate this with a PL proof. Consider the following proof:
1 Q P

2 B A
s |QAB  AI1l, 2, OK!

4 B R 3, NO!

Notice that in this example, the proof starts with () and then B is as-
sumed. In assuming B, the proof is effectively saying "given @), assume
B". Given that the assumption B depends upon the premise (), the proof
can use @ to derive Q A B in the subproof.

5.4.2.3 Conditional Introduction

We have considered conditional elimination and engaged in a short dis-
cussion of assumptions and subproofs, let’s now consider conditional in-
troduction. Recall that introduction rules allow you to introduce wifs of
a specific type into the proof. As such, conditional introduction will allow
you to introduce conditionals into the proof. In other words, conditional
introduction allows you to reason from a wif ¢ to a conditional ¢ — .

Before considering conditional introduction, let’s consider one question
you may have had about assumptions and subproofs. What good are
assumptions and subproofs if you are "stuck" within them? Alternatively,
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is there anything that we can derive (or reason to) by using subproofs?
The answer is yes. One way we can use subproofs is to derive conditionals.
In other words, we can use subproofs to derive wifs of the form ¢ — .
Consider our earlier example where Liz and Tek are considering whether
or not to buy a house.

1 If we buy a house, we will have to pay taxes prem

2 If we buy a house, we will have to pay for repairs prem

3 | Suppose we buy a house Assumption

4 | We will have to pay taxes if-then-elim, 1,3
5 | We will have to pay for repairs if-then-elim, 2,3
6 | We will have to pay taxes and pay for repairs and-intro, 4,5

Notice that Liz and Tek have reasoned to a conjunction within the sub-
proof. They have reason that under the assumption they buy a house,
then they will have to pay taxes and pay for repairs. They might express
this reasoning as "if we buy a house, then we will have to pay taxes and
pay for repairs". In other words, they have reasoned to an if-P, then-Q
proposition. Let’s call the rule that they used to reason to this conditional
"if-then introduction".

1 If we buy a house, we will have to pay taxes

2 If we buy a house, we will have to pay for repairs
3 Suppose we buy a house

4 | We will have to pay taxes

5 | We will have to pay for repairs

6 | We will have to pay taxes and pay for repairs

7 If we buy a house, then we will have to pay taxes and for repairs

In justifying their reasoning, Liz and Tek would cite the lines of the sub-
proof that began with the assumption "suppose we buy a house" and ended
with the proposition they derived in the subproof. In other words, they
would cite lines 3-6, along with their newly introduced if-then intro rule.

Let’s turn to PL and consider how we might introduce conditionals into
a proof.
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Definition 5.4.4: Conditional Introduction (— I)

If ¢ is derived from the assumption ¢, then ¢ — 1 can be derived
from the subproof started by ¢.

Before providing a minimal working example, let’s consider the general
structure of this rule.

A

m+l ¢ — Y — I n-m

In the above example, a wif ¢ is assumed. This requires the use of an
assumption (A) and indenting from the point in the proof when the as-
sumption is made. In assuming ¢, the wff ¢ is written in the proof body
column and justified with "A" for assumption. Next, at some point in
the proof in the same level of the subproof that begins with ¢, a wff ¥
is derived. That is, it is shown that from the assumption ¢, the wif v is
derived in the body of the proof. Once this is achieved, the conditional
introduction rule is used. The wff ¢ — v is derived from the subproof
started by ¢. This involves writing the conditional one level outside of
subproof that began with ¢. The wif ¢ — ¥ is justified by the rule — I
and the lines of the subproof started by ¢.

New students in logic often struggle with the use of conditional introduc-
tion, so it is worthwhile to consider several examples. First, consider the
following entailment: R+ Z — R.

1 R R

2 Z 7

3 |ZAR AN 1,2
4 R AE 3

5 Z—R — 1 2-4

Notice that the proof begins with the premise R. Next, the goal of the
proof is the conditional Z — R. In other words, we would like to introduce
into the proof a conditional. Conditional introduction allows you to do
this by assuming the antecedent of the conditional (the wif to the left of
the rightarrow), deriving the consequent of the conditional (the wff to the
right of the rightarrow), and the using conditional introduction. Since Z
is the antecedent of the conditional Z — R, we assume Z. Next, our goal
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is to derive R. There is no direct way to derive R, but we can use Al
on lines 1 and 2 to derive Z A R using conjunction introduction. Next,
R is derived from Z A R using conjunction elimination. We now have R
in the subproof at line 4. At this point, we have assumed Z, derived R
in the subproof, and now can use conditional introduction to derive the
conditional Z — R in the main body of the proof. In terms of citing the
justification for conditional introduction, we cite the lines of the subproof
started by Z (lines 2-4). In other words, we cite the lines of the entire
subproof beginning with Z and ending with R.

Let’s consider another example. Suppose we wished to show that PA R -
(ZV Q) — P. To begin, we start by setting up the proof. Once the
proof is set up, we can begin to fill in the proof body and justification
columns. In this proof, the key step concerns what assumption to make
for the purpose of using conditional introduction. Since the goal is to
derive the conditional (Z Vv Q) — P, we need to assume the antecedent of
the conditional. That is, the assumption should be (Z V @) rather than
Z or P.

1 PAR P

2 ‘ﬂ@ A

Once we assume (Z V @), the next step is to derive the consequent of the
conditional. In this case, the consequent is P. Since P is a conjunct of line
1, we can use conjunction elimination to derive P from P A R. Once we
have derived the consequent of the conditional, we now have the ZV Q as
the assumption of the subproof and the P consequent of the subproof. In
essence, we have shown that is on the assumption that (ZV Q) is the case,
then P is the case. At this point, we can use conditional introduction to
derive the conditional (Z vV Q) — P.

3 \P 1 AE
1 (ZVQ) =P 2351

FExercise 5.52

Provide proofs for the following (each proof will involve a use of
conditional introduction to complete the proof):

1. PAR-Z —> P

2. PN\RF—-—~Z — P

3. RFR— R

4. PNRF (ZVQ)— (RAP)
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PQFP—Q
Q,RAN-ME-L—(S—(—MAQ))
FA— A

FA—(A— A)

FP—(Q— P)

© PN

5.4.3 Reiteration

At this point, there are four derivation rules in our deductive apparatus:
N ,NE,— E,— I. Each of these rules are a either an introduction or
elimination rule. In this section, we introduce a derivation rule that is
neither an introduction nor an elimination rule. This rule is called "reiter-
ation". Reiteration is a very simple derivation rule. It allows you to derive
a wif from that wif. In other words, reiteration allows you to rewrite a
wif in the proof.

Definition 5.4.5: Reiteration (R)

¢ = ¢. From ¢, the wif ¢ can be derived.

Here is the schematic use of reiteration:

1 ¢ P

2 ¢ R1
Here is a MWE:

1 P P

2 P R1

In the justification column, the abbreviation for the rule is written (this is
R) and then the line of the wff to which the rule is applied is also written
(if you apply reiteration to a wiff P, then you would cite the line number
of P).

You may wonder what is the point of introducing the reiteration rule into
our deductive apparatus. The purpose of introducing the rule is that it
is useful in that it simplifies (shortens) proofs. For example, suppose you
were to construct a proof for B - B. In looking at this entailment, it is
pretty clear that B follows from B. However, the proof for B from B is
not straightforward. One way you might solve it is by using conditional
introduction.
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1 B P

2 | B A

3 |BAB AL, 1

4 B AE, 1
5 B—B — 113
6 B — FE 1-5

But such a proof seems overly complex for something so simple. But sup-
pose we were to include reiteration into our deductive apparatus. Then,
we could provide the following proof:

1 B P

2 [B] R1

Notice that the proof is much shorter and simpler. In fact, the proof is so
simple that it is not clear that it is a proof.

There are other cases where reiteration allows for simpler proofs. For
example, consider the following entailment: R - Z, RAPF Z — R in
Proof 5.1 and Proof 5.2. The addition of reiteration eliminates the need
to use conjunction introduction and conjunction elimination to derive a
wil from outside the scope of a subproof into the scope of the subproof.
In short, reiteration thus shortens proofs by allowing you to rewrite wifs
in the proof and also removes obvious steps in the proof with sacrificing
the explicit nature of a proof.

1 R P
1 R P
2 A A
2 A A
3 |RANZ AN 1,2
3 R R1
4 R AE 3
4 Z—=R — 1 2-3
Proof 5.1

5 Z— R — 124
Proof 5.2

It is clear that reiteration shortens and simplifies proofs, but is reiteration
a necessary addition to our deductive apparatus? Reiteration is not nec-
essary. It is possible to construct a proof without using reiteration as was
illustrated with both our proof of B+ B and Proof 5.1 and Proof 5.2.
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FEzercise 5.58

Provide proofs for the following (proofs will involve some combina-
tion of the derivation rules introduced thus far):
1. P>Z,P-PNZ
(PNZ)—>W,P,Z+W
PFR—P
PME(RVF)— (PANM)
(RVF)—> Z MNRVF)FMAZ
R— P RANLFP— (LAR)
FR— (RAR)
FR—[Z— (M — Z)]

PPN 8O

5.4.4 Negation Introduction and Elimination

We have discussed introduction and elimination rules for conjunctions and
conditionals. Let’s now consider the introduction and elimination rules for
negation. These are negation introduction and elimination. Negation in-
troduction and elimination are sometimes called "proofs by contradiction"
and are a species of a more general type of argument known as reductio ad
absurdum. Arguments by reductio ad absurdum work by assuming some
proposition to be true and then showing that it is possible to reason from
this assumption to a contradiction (ad absurdum), a false proposition,
a proposition that is impossible or implausible, or some highly undesir-
able outcome, then one concludes that the assumption is rejected and the
negation of the assumption is to be accepted.

Arguments of this type are extremely common in everyday conversation,
political discourse, mathematics, and philosophy. For example, suppose
you wanted to argue against the existence of God. One way to do this
would be to assume that God exists and then consider the consequences of
that assumption. If the consequences of that assumption lead to a contra-
diction, a false proposition, a proposition that is impossible or implausible,
or some highly undesirable outcome, then the assumption that God exists
is rejected and the negation of that assumption, that God does not exist,
is accepted. One common version of this argument is the "problem of evil
argument". In this argument, one assumes that God exists and that God
is defined as an all-knowing, all-loving, and all-powerful being. From this
assumption and the definition, one then considers the consequences. If
God exists, then God would know about evil, would be able to prevent
evil, and would want to prevent evil. That is, if God exists, then there
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is no evil. But, evil does exist. So, the assumption that God exists leads
to the contradiction that "evil exists and there is no evil". If arguments
by reductio ad absurdum are permitted, then the conclusion to be drawn
from them is that there is something wrong with the assumption: it is
false that God exists.

Here is another example. Consider the following argument: "Suppose that
there is a largest number. Call this number P. If P is the largest number,
then there is no number greater than P. But, there is a number P+1 and
P+1 > P. Therefore, P is not the largest number." In this argument, the
assumption that there is a largest number is rejected and the negation of
that assumption, that there is no largest number, is accepted.

With these examples in mind, let’s consider the introduction and elimi-
nation rules for negation.

Definition 5.4.6: Negation Introduction (—1)

From a subproof that assumes ¢, derives ¢ and —(¢), a wif —=(¢)
can be derived from the subproof.
-/

Definition 5.4.7: Negation Elimination (- FE)

From a subproof that assumes —(¢), derives ¥ and —(¢), a wif ¢
can be derived from the subproof.
—F

The vertical dots in the Here is the schematic use of both of these rules:
subproof are placeholders

for wifs derived en route k | ¢ A A
to ¢ and —(¢).
n | Y
n+1 _\(Tﬁ)
n+2 () =1 k-(n+1) n+2 ¢ -F k-(n+1)
Proof 5.3: =1 Proof 5.4: =F

Notice that both negation introduction and elimination involve a subproof
that begins with an assumption. In the case of negation introduction, the
assumption is ¢ and in the case of negation elimination, the assumption is
a negated wif —=(¢). In both cases, the subproof ends with the derivation
of ¢ and —(¢), a wif and the literal negation of that wif. Once the wif
and the literal negation are obtained, a wif is derived from the entire
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subproof. In the case of negation introduction, the wif ¢ is assumed and
—(¢) is derived. In the case of negation elimination, the negated wff —(¢)
is assumed and ¢ is derived.

In other words, negation introduction allows you to add a negation to the
wif you assumed provided you can show the assumption leads to a wif
¢ and its literation negation —¢. So, if one were to assume P, derive @)
and —@Q), negation introduction would result in deriving —(P) from the
subproof. Alternatively, if @ A P were assumed, @ and —Q derived, then
negation introduction would result in deriving =(QA P) from the subproof.

In the case of negation elimination, this rule allows you to remove the nega-
tion from a negated assumption provided you can show that the negated
assumption leads to a wif ¢ and its literation negation —¢. So, for example,
if =P is assumed, and @ and —(Q) derived in the subproof, using negation
elimination on the subproof would yield P. In addition, if =(Q A P) were
assumed, @) and —(@Q) derived in the subproof, then negation elimination
would yield @ A P from the subproof.

Let’s consider some examples. First, consider the following two entail-
ments PA—-PF S and PA-PF =S,

1 PA-P P 1 PA-P P

2 | S A 2 | S A

3 | P ANE 1 3 | P AE 1

4 | -P ANE 1 4 | P AE 1

5 S -1 2-4 5 S -F 2-4

Proof 5.5: Negation Introduction Proof 5.6: Negation Elimination

Notice that both proofs are constructed in a similar manner. After the
proof is set up, both proofs involve assuming a wif that is the literal ne-
gaiton (the opposite) of the conclusion. In Proof 5.5, the conclusion is
S and so =S is assumed. In Proof 5.6, the conclusion is =S and so S is
assumed. In both proofs, a wif and its literal negation is derived in the
subproof (P and —P). In other words, a contradiction or a set of wifs that
are explicitly inconsistent are derived in the subproof. Once the contra-
diction is derived, in Proof 5.5, the negation introduction rule derives —.S,
a wif that is the result of negating the assumption. the literal negation
of the assumption =5 is derived. In Proof 5.6, the negation elimination
rule derives S, a wif that is the result of removing the outermost negation
from the assumption. In both cases, the contradiction is used to derive
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the conclusion.

Exercise 5.5

1. PA-PFR
.PAQ,QA-PF=Q

L,-LF M

. (PVQ) > R,PVQ,~-RF-W
. P—>Q,Q—8,-SF-Z

SIS\

5.4.5  Disjunction Introduction and Elimination

The next pair of rules we will consider are disjunction introduction and
elimination. Let’s start with disjunction introduction. Suppose Tek rea-
sons as follows:

e P1: I will go to the store.
e C: Therefore, I will go to the store or the movies.

Notice that it is necessarily the case that if P1 is true, then C is true. The
reason this is the case is because if "I will go to the store" is true, then the
"or" sentence "I will go to the store or the movies" will be true. In other
words, if v(¢) =T, then v(¢p Vo) =T.

Disjunction introduction allows you to introduce a disjunction into the
proof and disjunction elimination allows you to derive wifs from a dis-
junction in the proof.

Definition 5.4.8: Disjunction Introduction (V1)

pFoVYporokypVe

Let’s consider a schematic use of the rule along with an MWE together:

1 ¢ P 1 P P
2 pVY vI1 2 PvQ@Q VIl

The basic structure of the rule is that from a wff ¢, a disjunction ¢ V ¥
can be derived. In the justification column, the abbreviation for the rule
is written (this is VI) and then the line of the wff to which the rule is
applied is also written (if you apply disjunction introduction to a wif ¢,
then you would cite the line number of ¢).
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Let’s consider some examples. Consider the following entailment: P
(PVQ)V-S. Let’s start by setting up the proof.

1 P P, (PVQ)V-S

It might be tempting to directly derive the conclusion from line 1 using
VI. Unfortunately, this is not a permissible use of VI. Disjunction intro-
duction allows us to take a wif ¢ and derive a disjunction ¢ V ¢ where ¢
is one of the disjuncts of that disjunction. But notice that the conclusion
is (PVQ)V—S and the disjuncts of this wif are PV @ and —S. However,
one thing that we can do is to derive P V @) from P. So, let’s do that.

1 P P

2 [PVQ]  vI1

Now that we have derived P V @}, we can use VI again to derive the
conclusion. In this case, we are using VI on line 2 to derive the conclusion
on line 3.

1 P P
2 PVvVQ Vi1
3 (PVQ)V-S VI 2

Next, let’s consider the disjunction elimination rule. Disjunction elimi-
nation allows you to derive a wif from a disjunction. However, the rule
requires showing that the same wif follows from both disjuncts of the dis-
junction. To show this, you assume each disjunct, then derive the same
wif in each of the separate subproofs. Before stating the rule formally,
let’s consider a real-life example of disjunction elimination.

Suppose I assert the following "either I will stay home and watch a movie
or I will go to a party." Let’s also suppose that the proposition is true and
"or" is being used inclusively. If this is the case, then one or the other
sides of the "or" sentence is true (or both). Let’s assume that if I stay
home and watch a movie, then I will have a great time. If this is the case,
then we might reason as follows:

1. T will either stay home and watch a movie or I will go to a party.
(premise)

2. Assume I stay home and watch a movie. (assumption)

3. Under the assumption that I stay home and watch a movie, it follows
that I will have a great time.

From this argument, can we conclude that I will have a great time? No.
The reason we cannot conclude this is because we have not considered
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the other disjunct of the "or" sentence. We have only considered the case
where I stay home and watch a movie. For consider that I go to a party
instead and have a terrible night. As such, we have not proven from
the disjunction that I will have a great time. But suppose that we were
capable of showing that if I go to a party, then I will have a great time.
Let’s modify our example above to reflect that this is the case:

1. T will either stay home and watch a movie or I will go to a party.
(premise)

2. Assume I stay home and watch a movie. (assumption)

3. Under the assumption that I stay home and watch a movie, it follows
that I will have a great time.

4. Assume I will go to the a party. (assumption)

5. Under the assumption that I go to a party, it follows that I will have
a great time.

Now can we conclude that I will have a great time? Yes. The reason
we can conclude this is because we have considered both sides of the "or"
sentence. We have considered the case where I stay home and watch a
movie and the case where I go to a party. In both cases, I will have a
great time. If it follows that at least one of the sides of the "or" statement
is true and that the same proposition P follows from both sides of the
"or" statement, then it follows that the proposition P is true.

Let’s now consider the disjunction elimination rule.

s ~

Definition 5.4.9: Disjunction Elimination (V E)

From ¢ V ¢ and two derivations of y—one involving ¢ as an as-
sumption in a subproof, the other involving 1 as an assumption in
a subproof—we can derive y from those subproofs.

Next, let’s consider a schematic use
of disjunction elimination in Fig- n BV P
ure 5.2. First, note in order to

use VE, you must have a disjunc- Kl A
tion in the proof. In the exam- :
ple, the disjunction ¢V 1 is on line k| x
n. Next, notice that there are two
subproofs. The first subproof is il A
the left disjunct at line n. The sec- :
ond subproof is the right disjunct . .
on line j. Third, notice that both X
m X VE n, k-(k+i), j-(j+1)
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subproofs derive the same wif. In

the schematic example, this is x.

Finally, notice that the wif y is de-

rived on line m using VE. The justification is VE and the line numbers
of the disjunction (n) and the two subproofs (n, k-(k + ©),j-(j + 1)).

Next, let’s consider a MWE of disjunction elimination.

1 PVvVQ@Q P

2 P—R P

3 Q—R P

4 | P A

5 | R —FE 24

6 |Q A

7 R — FE 3,6

8 R VE 1, 4-5, 6-7

In the MWE, notice that the proof begins with a disjunction PV ). At
line 4, the left disjunct P is assumed and R is derived. At line 6, the right
disjunct @ is assumed and R is derived. Given the disjunction and that
from each disjunct R has been derived, we can now use VE to derive R.

FEzercise 5.55

AFAV-B

PPV (QVR)

A, B+-AVB

AFAV-—-B
-AVB,-A—-SB—>SFS
(PVZ)— R,Z+F RV L
PvVQ,-QFP

NP>

5.4.6  Biconditional Introduction and Elimination

The next pair of rules we will consider are biconditional introduction and
elimination. Biconditional introduction allows you to introduce a bicon-
ditional into the proof and biconditional elimination allows you to derive
wifs from a biconditional in the proof.
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Definition 5.4.10: Biconditional Elimination (<> FE)

P, pbdpor gl

Next, let’s consider a schematic use of biconditional elimination.

1 ¢y P 1 pep P
2 ¢ P 2 1 P
3 S E1,2 3 ¢ S E1,2

The basic structure of the rule is that from a wif ¢ < ¢, a wif ¥ or ¢
can be derived. In the justification column, the abbreviation for the rule
is written (this is <> E) and then the line of the wif to which the rule is
applied is also written.

Next, let’s consider an example. Suppose we wanted to prove the following
entailment: P <> (Q <> R), R, P F Q. Let’s start by setting up the proof.

1 P+ (Q <« R) P

2 R P

3 P Pa Q
Notice that line 1 is a biconditional. As such, the biconditional has two
sides: a left side and right side. If we have either side of the biconditional
on a separate line in a proof, we can derive the other side. Notice that

line 3 is the left side of the biconditional at line 1. As such, we can derive
the right side of the biconditional on a new line.

1 P+ (Q<+ R) P

2 R P
3 P P, Q
4 QR ~FE1,3

Next, with @ <+ R at line 4 and the right side of that biconditional R at
line 2, we can derive the left side of the biconditional () on the next line.

I P& (QeR) P

2 R P

3 P P, Q

4 QR ~FE1,3
5 R —~ FE 4 2
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Now that we have considered biconditional elimination, let’s turn to bi-
conditional introduction.

Definition 5.4.11: Biconditional Introduction (<> I)

From two subproofs: (1) ¢ is assumed and ) is derived; (2) v is
assumed and ¢ is derived, a wif ¢ <> v can be derived.

\. J

Here is a somewhat crass way of explaining biconditional introduction. If
you want to derive a biconditional, assume the left side and derive the
right side. Next, assume the right side and derive the left side. Finally,
derive the biconditional from the two subproofs.

Let’s consider a schematic use of biconditional introduction.

n | o A

n-+i ”L/}
k | A
k+j | ¢

m ¢ &Y < I n+1, k+j

The above example illustrates this in the derivation of ¢ <+ . First, ¢ is
assumed and v is derived. Next, v is assumed and ¢ is derived. Finally,
¢ <> 1 is derived from the two subproofs.

Now that we have the basic structure of biconditional introduction, let’s
look at a simple MWE of biconditional introduction.

1 P P

2 @ P, P+ Q
3 | P A

4 | Q R2

5 1Q A

6 | P R1

7 P+ Q I 3-4, 5-6

In the above example, notice that the wif that we want to derive is P < Q.
In order to derive this wif, the proof involves assuming the left side of the
biconditional P and deriving @) in that subproof. Then, to put it crudely,
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Tip: If you get stuck, try
to apply as many elimi-
nation rules as possible.

we "do the reverse". Assume ) and then derive P. Once we have both
subproofs, we can derive the biconditional P > Q.

FExercise 5.56

. (PAQ)< R, P.QFR

(FVZ)= (TAP),(PVM)—= (RANZ)FP & Z
. (PV-M)- R P (WVL),LFR

. AAN-BF A< B

W N

5.5 DERIVATION STRATEGIES

In this section, we will consider some strategies for constructing proofs.
The strategies are organized around the rules that we have considered
in the previous section. The strategies are not meant to be exhaustive,
but rather to provide some guidance for constructing proofs. The reason
for explicitly discussing strategies is fairly straightforward. While some
proofs are fairly straightforward, others are rarely challenging, even to
those who pick up the subject quickly. As such, it is useful to have some
strategies for constructing proofs.

Strategies can be divided into two categories: (1) forward-working strate-
gies and (2) backward-working strategies. Forward-working strategies be-
gin with the premises and work toward the conclusion. Backward-working
strategies begin with the conclusion and work toward the premises.

5.5.1 Forward-Working Strategies

Forward-working strategies begin with the premises and work toward the
conclusion. It can be summarized simply in terms of the general strategy
that one should use as many elimination rules as possible. So, for example,
if your proof contains a conjunction, use AE (the elimination rule that
corresponds to conjunctions). If your proof contains a disjunction, then
use VE. If it contains conditionals, use — E. If it contains biconditionals,
use <> E.

Let’s illustrate this strategy with an example. Suppose we want to prove
the following entailment: P A Q,Q — R,R «< S F S. Let’s start by
setting up the proof.
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1 PAQ P

2 @ — R P
3 RS P
4 S P, S

Without thinking about how to construct this proof, let’s blindly try to
construct this proof using the forward strategy. Line 1 is a conjunction,
so let’s apply the corresponding elimination rule AE.

1 PAQ P
2 Q— R P
3 R< S P
4 S P, S

5 [P] AE 1
AE 1

=]

We still do not have our conclusion, so let’s continue with our forward
strategy by trying to use more elimination rules. Notice that line 2 is a
conditional. The elimination that corresponds to conditionals is condi-
tional elimination. Since we have () on line 6, we can use — E to derive
R.

1 PAQ P

2 Q— R P

3 R« S P

4 S P, S
5 P AE 1
6 @ AE 1

— FE 2,6

N

We still do not have our conclusion, so let’s continue with our forward
strategy by trying to use more elimination rules. Notice that line 3 is
a biconditional. The elimination that corresponds to biconditionals is
biconditional elimination. Since we have R on line 7, we can use <> F to
derive S.
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PAQ P

2 @ — R P

3 R& S P

4 S P, S

5 P ANE 1
6 Q AE 1
7 R — FE 26
8 ~ E 37

You can think of the for- The proof is complete! Notice that the proof is fairly straightforward. We

ward strategy as trying simply applied the elimination rules that corresponded to the wffs in the
to "break down' the proof proof.

into its smallest parts.

FEzxercise 5.57

ZN(BAF),(MAT)N(L = P),QAN(RAP)F-RV(SVT)
(SAW)AN(TAX),(PA\W)ANF,F - R+ (PAR)V(SAL)
(ZAQ)A(FAL),RAPWABF (ZVT)V (M — R)
(LAF)—= SSWAFAX),W =L+ (SVR)VP
MANRAN=Z),SANPAW),QF (S Q)V[MA(RAZ)]
[(PAQANWAL)]A[RA(SAT)], ZAN[(WAR)NTAZ)], (F —
P)eWEAVZ

P—(RAM),(PAN\SYANZFR

PR Z—-sW,P-rRVW

PSP

@ N

5.5.2  Backward-Working Strategies

In the forward-working strategy, we began with the premises and worked
toward the conclusion using elimination rules. In the backward-working
strategy, we begin with the conclusion and work toward the premises.
In the backward-working strategy, when the conclusion contains a main
operator, we can often refine this question further by asking the following
question: what introduction rule could I use to derive the conclusion? So,
for example, if the conclusion of your proof is a conjunction, consider
using AI (the introduction rule that corresponds to conjunctions). If the
conclusion is a disjunction, then consider using VI. If it is a conditional,
consider — I. If it is a biconditional, consider <> I.

Let’s illustrate this strategy with a few examples as this strategy is more
complex than the forward-working strategy. Suppose we want to construct
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a proof for Q A P+ (S A P) — Q. Let’s start by setting up the proof.
1 QAP P,(SAP)—Q

If we were to use the forward strategy, our first step would be to use AE
to derive Q and P on separate lines. But, at this point, there does not
appear a way to use () and P to create a conditional. Let’s let’s try to use
the backward strategy instead. Notice that the wif we want to derive is a
conditional. As such, we should consider using the introduction rule that
corresponds to conditionals (— I). If we were to use — I to derive the
conclusion, we would need to assume the antecedent (S A P) and derive

the consequent (). Let’s start the proof then by assuming the antecedent
(SAP).

1 QAP P,(SAP)—Q
2 |SAP A Q

In the justification column of the subproof, "Q" is written after the as-
sumption. This is to indicate that this is the goal of this subproof. This
is the wif that we want to derive so that we can use — I. Next, we need
to derive . Notice that line 1 is Q A P. As such, we can use AF to derive
@ in the subproof.

I QAP P, (SAP) = Q

2 |SAP A Q
3 1@ AE 1

Now since we have derived @) in the subproof, we can use — I to derive
the conclusion.

1 QAP P, (SAP) = Q

2 |SAP AQ
3 1Q AE 1
4 (SAP)—=Q — 123

The proof is complete! What it illustrates is that if you want to derive
a conditional ¢ — 1, consider the introduction rule that you would need
to use to "introduce" into the proof that conditional. This is — I. When
we examine this rule, we now have clear direction about how to take the
next step in the proof. When trying to derive a conditional ¢ — ¢, — [
requires assuming ¢ (the antecedent), then deriving ¢ (the consequent),
then using — I.
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Remember you can’t de-
rive Q from QV W. This
would be like reasoning
"I have a dog or a cat.
Therefore, I have a dog."

@

Let’s consider another example. Suppose we want to prove the following
entailment: QV W, PASFQV Z. Let’s start by setting up the proof.

1 QVW P
2 PAS P,QVvSs

In this proof, our eyes might be initially attracted to line 1. This is because
line 1 contains @), the conclusion contains (), and we might believe that
we could use elimination rule that corresponds to disjunctions (VE) to
derive our conclusion. Unfortunately, if you try to use line 1 and VE, you
will quickly find yourself stuck.

Rather than using the forward strategy, let’s try to use the backward
strategy. In this case, the conclusion is a disjunction. As such, we should
consider using the introduction rule that corresponds to disjunctions (VI).
If we were to use VI to derive the conclusion, we would need to either have
Q@ or Z in the proof.

1QVW P

2 PAS P,QvS
77

2 QorS ?

27QVS VI, ?

Now that we have worked backward one step in the proof, how to construct
the proof becomes more apparent. We only need to derive @@ or S. We
cannot derive ) from line 1, but we can derive S from line 2. Let’s use
AFE one line 2 to derive S and complete the rest of the proof.

1 QVW P

2 PAS P,QVS
3 S ANE 2

4 QVS VI 3

The proof is complete! What it illustrates is that if you want to derive a
disjunction ¢ V 1, consider the introduction rule that you would need to
use to "introduce" into the proof that disjunction. This is VI. When we
examine this rule, we now have clear direction about how to take the next
step in the proof. When trying to derive a disjunction ¢ V ¥, VI requires
either ¢ or v in the proof.

Let’s consider one more example. Consider the following entailment P A
(=Z AN —=P) F W. Let’s start by setting up the proof.
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1 PA(=ZA—P) P, W

Now let’s consider our backward strategy. This strategy says to consider
what rule we would need to use to derive the conclusion. In this case, the
conclusion is W, an atomic wif. As such, we should consider what rule
(or rules) would allow for deriving an atomic wif. In this case, there are
several. If there was a conjunction containing W, then we could use AI
to derive W. However, notice that there is no conjunction containing W'.
Alternatively, if there was a conditional containing W as a consequent
(e.g., P — W) and we had P, then we could use — I to derive W.
However, notice that there is no conditional containing W. Finally, if
there was a biconditional containing W, then we could use <+ I to derive
W. However, notice that there is no biconditional containing W.

But now consider —F. This rule contends that if you assume —(¢), derive
a wif and its literal negation 1, =(¢), then you can derive ¢. Let’s try to
use F to derive W.

1 PA(=ZAN—P) P, W
2 -W Aa d}a _'(,(b)

In the justification column of the subproof, 1, =(¢) is written after the
assumption. This is to indicate that this is the goal of this subproof. Let’s
return to the forward strategy. Notice that line 1 is a conjunction. As
such, we can use AE to derive P and —P (a wif and its literal negation).
Once these two wils are in the subproof, —F can be used to derive W.

1 PA(=ZAN=P) P, W

2 | oW A, P, ()
3 P ANE 1

4 | mZ NP AE 1

5 -P AE 4

6 W -F 2-5

In sum, there are two principal strategies for constructing proofs: (1)
forward-working strategies and (2) backward-working strategies. Forward-
working strategies begin with the premises and work toward the conclu-
sion. Backward-working strategies begin with the conclusion and work
toward the premises. In constructing proofs, neither strategy should be
relied upon exclusively as each has its own advantages. In the forward-
strategy, one "simplifies" the proof by "breaking down" the premises into
smaller, more flexible parts. However, the strategy can often reach a dead-
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end when the conclusion is complex. In the backward-strategy, one gets
a broader view of the proof by considering what rule would be needed
to derive the conclusion. It offers general guidelines rather than giving
fine-grained directions about which rules should be used at each step.

To conclude, let’s consider part of a proof that many students often ini-
tially struggle to construct. Consider =(=P A =Q) = PV Q. Let’s start
by setting up the proof.

1 —\(—\P/\ﬁQ) P, PVQ

At first glance, it is not clear how to solve this proof. Consider the forward-
looking strategy. This strategy says to consider what elimination rules can
be used. Line 1 is a negated conjunction, but there are no apparent elimi-
nation rules that can be used to "break down" the negated conjunction into
simpler wifs. Now consider the backward-looking strategy. This strategy
says to consider what rule can be used to derive the conclusion and try
to work backward toward the premises. The conclusion is a disjunction
and so trying to derive either P or ) and then using VI seems like a good
strategy.

But how do we derive P or Q7 One option is to try to assume —P, derive
a wif ¢ and —(¢), and then use —~F to derive P.

1 —|(—|P/\—\Q) P,P\/Q

2 ‘i A7 (b’ _‘¢

But, at this point, it is not clear how to derive ¢ and —¢. Trying this with
=@ leads to a similar dead end. So, let’s try to use the backward-looking
strategy again. Another approach is to try to not the negation of P or Q
but the negation of the entire conclusion. That is, since our conclusion is
PV @Q, let’s move forward in the proof by assuming —(P V Q).

1 =(=PA-Q) P, PVvVQ

2 [~(PVQ) A, ¢,=¢
3 |

The subgoal at this point is to derive a wif ¢ and its literal negation —(¢).
It is still not clear how to do this. So, let’s try to use the backward-looking
strategy again. Consider line 2 and note that if we were able to derive
PV Q, we could use PV @ with line 2 to derive a contradiction. But how
do we derive PV Q7 One option is to try to assume P and then use VI
to derive PV Q.
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1 (=P A-Q) P,PVQ
2 | =(PVQ) A, P,-P

3 P A
4 PVQ VI, 3

With PV Q in the proof, let’s reiterate line 2 and then use —I to derive

-P.
1 =(=PA-Q) P, PVvQ
2 —|(P \% Q) A, P,—-P
3 P A
4 PVQ VI, 3

5

~(PVQ) R2

6 -P -1 3-5

This is a key step in the proof. Notice that we have derived —P in the
subproof. Try to complete the rest of your proof yourself.

Exercise 5.58

R

© 0 N

10.

P—)Q,—!Ql——!P

R+--(DVL)—R

-(PVR)F—-PA-R

“(=PA-Q)FPVQ

(=PAL) = =Q,(MAT)N(-RAL),(MAN-R) - (ZAN—-P) \-
-QV (A < B)

“RFPV-W — (QV-R)

F (W A=W)

P (PVW)— (RAT),(TV-V)+< ("RAT)FS
-PVRFP—R

P— RF-PVR

5.6 ADDITIONAL DERIVATION RULES

The set of 10 intelim rules form PD. At this point, we have three options.
First, we might end our discussion of proofs. PD is "complete". This
means that PD is capable of proving any valid argument in PL (more
exactly, for any semantic entailment I' = ¢, there is a proof that I' F ¢).

Second,

we might add additional derivation rules to our proof system. We

might add these rules because either (1) they make solving proofs much
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easier or (2) they are "natural" and so adding them to our system would
give us a proof system that better tracks how we reason. Recall that we
added the reiteration rule R because it simplified (shortened) proofs. A
third option is to consider alternative proof systems. For example, instead
of developing a system of natural deduction, we might consider a Hilbert
deductive system. In our intelim natural deduction system, we said that
I' - ¢ means that there is a proof of ¢ from I', where the members of I"
were taken to be the "premises" of the proof. In this sense, the intelim
system is a "premise-based" system. In contrast, in a Hilbert system,
instead of starting with premises or assumptions, the members of I" would
consist of "logical axioms" and, quite typically, a single "logical rule of
inference" (conditional elimination). In this sense, a Hilbert system is an
"axiom-based" system.

In the remainder of this chapter, our focus will be on the second option.
We will consider adding additional derivation rules to our intelim system.
In the next section, we will consider adding additional derivation rules to
our intelim system because they are "natural" and so adding them to our
system would give us a proof system that better tracks how we reason.

5.6.1 Additional Derivation Rules: Naturalness

To distinguish the core derivation rules from our deductive apparatus, let’s
say that PD refers to our ten intelim rules and PD+ consists of PD plus
any additional rules added beyond those ten rules. At this point then,
only reiteration (R) distinguishes PD from PD+. In this section, we will
add three additional derivation rules to our intelim system because they
are "natural" and so adding them to our system would give us a proof
system that better tracks how we reason. One condition we will place on
the addition of a new rule, however, is that it must be possible to derive
the new rule from the existing rules.

Our approach to introducing these three derivation rules will differ slightly.
We will list all three new rules together and then consider each rule in
turn.

Definition 5.6.1: Disjunctive Syllogism (DS)

qb\/l/J,ﬁ(Qﬁ)'_gbOI‘qb\/@[),ﬁ(gb)l_l/J
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Definition 5.6.2: Modus Tollens (MT)

¢ — 9, _'(1/}) = _'((b)

Definition 5.6.3: Hypothetical Syllogism (HS)
p—=P Y > xFo—=9

Let’s start with disjunctive syllogism (DS). Suppose Tek and Liz have a
daughter named Pat. Tek and Liz are discussing Pat’s future. Tek says
"either Pat will go to college or Pat join the military." Liz says "Pat will
not join the military." From this, Liz concludes that Pat will go to college.
In this example, Tek utters an "or-proposition"', Liz utters the negation
of one of the sides of the "or-proposition", and then Liz concludes the
other side of the "or-proposition" follows. This is the basic idea behind
disjunctive syllogism. If there is a disjunction ¢ V ¢, the negation of one
of the sides of the disjunction (either —=(¢) or —=(¢)), then DS permits the
derivation of the other side of the disjunction.

Let’s consider an example. Consider the entailment PV (RAS), ~(RAS) -
P. The proof of this entailment is as follows:

1 PV(RAS) P
2 =(RAS) P
3 P DS 1,2

Notice that at line 1 there is a disjunction, at line 2 there is the negation
of the right side of the disjunction, and at line 3 there is the left side of
the disjunction. In citing the justification, since DS uses two lines (wifs),
the line number of each line is used along with "DS" for the justification.

Recall that our criteria for adding new rules is that the reasoning the rule
represents must be "natural" and it must be capable of being derived with
our existing set of rules. Surely, DS is a natural rule. But is it capable of
being derived with our existing set of rules? Yes. To illustrate, let’s show
that ¢ V ¢, (1)) - ¢ can be derived using our existing rules.
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Solving proofs is like solv-
ing a puzzle.

[y

OV P P

2 () P

3 ¢ A

4 10} R, 3

5 |Y A

6 —¢ A

7 P R, 5

8 - R, 6

9 10} -F, 6-8

10 @ VE 1, 3-4, 5-9

Next, let’s consider modus tollens (MT). Suppose Tek and Liz are return-
ing home from work. Tek is the worrisome sort and says "if we left the
stove on, then the house will have burned down." When they arrive home,
Liz sees the home is intact and says "the house did not burn down." From
this, Tek and Liz conclude that they did not leave the stove on. In this
example, Tek utters a proposition of the form "if P, then Q". Liz utters
the negation of @, and then they both conclude that the negation of P
follows. This is the basic idea behind modus tollens. If there is a con-
ditional ¢ — 1, the negation of the consequent of the conditional (i.e.
(1)), then MT permits the derivation of the negation of the antecedent
of the conditional (i.e. —=(¢)).

Let’s consider an example. Consider the entailment P — @, —(Q) F —(P).
The proof of this entailment is as follows:

1 P—>Q P
2 —|Q P
3 P MT 1, 2

In above proof, notice that the conclusion is the literal negation of the
antecedent of the conditional P — @. The conditional P — @ is the
first premise and the literal negation of the consequent —() is the second
premise. The conclusion is derived using MT and then citing the lines of
both the conditional and its literal negation.

Let’s consider another example of MT. First, consider the following en-
tailment: P — (SV R),~(SV R) - —P.
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1 P—(SVR) P
2 =(SVR) P
3 —P MT 1, 2

Notice that in the above example, line 1 is a conditional. This conditional
has SV R as its consequent. In order to use MT on this conditional, it is
necessary to have the literal negation of SV R. This would be =(S V R).
With the conditional at line 1 and its literal negation at line 2, MT can
be used to derive the literal negation of the antecedent at line 3.

Let’s consider one more example of MT. Consider the following entail-
ment: (PV R) — =S,—-=S+ =(PVR).

1 (PVR)—-S P
2 =S P
3 =(PVR) MT 1, 2

Notice that in the above proof, line 1 is a conditional. This conditional
has —.S as its consequent. In order to use MT on this conditional, it is
necessary to have the literal negation of =.S. This would be =—S. With the
conditional at line 1 and its literal negation at line 2, MT can be used to
derive the literal negation of the antecedent at line 3. Note that the literal
negation of the antecedent is the negation of a disjunction —=(PV R) rather
than the negation of the disjuncts in that disjunction. That is, using MT
would allow us to derive =(P V R) but not =P V =R and not =P V R.

Again, if we want to add MT to our system, we need to show that it can
be derived from our existing rules. Consider the following derivation of

=, ﬁW) = _‘((é)

1 = P

2> -(y) P

3 | ¢ A

4 P —-FE1, 3
5 |-(w)  R2

6 — -I 2-5

Finally, let’s consider HS. Suppose Liz and Tek are thinking about going
to a large arts festival. Tek has a habit of buying little items whenever
he attends such festivals. Tek says "if I attend this festival, then I will
buy several items". Liz responds, "if you buy several items, then you will
have to carry them." Tek and Liz then draw the following conclusion:
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"if T attend this festival, then I will have to carry several items." In this
example, Tek utters an "if P, then Q" proposition. Liz utters an "if Q,
then R" proposition. From this, Tek and Liz conclude that from these
two "if-then" propositions, a third "if-then" proposition follows: "if P, then
R". This is the basic idea behind hypothetical syllogism. If there are two
conditionals ¢ — % and ¢ — x, then HS permits the derivation of the
conditional ¢ — x. Let’s consider a MWE of HS. In this example, we will
provide a proof for P - R, P - Q F Q — R.

1 P—R P
2 Q— R P
3 P—R HS 1, 2

In the above proof, notice that before using HS, there are two conditionals
in the proof. The first premise is a conditional P — @ and the second
premise is a conditional ) — R. Notice how the consequent of P — @
is the antecedent of Q — R. When this is the case, then HS allows for
deriving a conditional consisting of the antecedent of the first conditional
and the consequent of the second conditional. Let’s consider another
example of a proof involving HS. Consider the following entailment: =R —
Q,5—-REFS—Q.

1 " R—@Q P
2 S — R P
3 5—=0Q HS 1,2

In this section, we added three additional rules to PD+: DS, MT, and
HS. We added these rules because they are "natural" and so adding them
to our system would give us a proof system that better tracks how we
reason. In the next section, we will add three additional rules to PD+
because they make solving proofs much easier.

FExercise 5.59

(RAT)V-W,SAN—-=WHEFRAT

(PANS) =W, -WATEF(PAS)

(RAT) —» -W,M — (RAT),-W — (SAR)F M — (SAR)
Pv—-(RVS),R,L —»—-PF-L

Challenge: Show that P - ,QQ — R F P — R can be
derived using only intelim rules and R.

6. Challenge: Create another derivation to add to PD+ and

NP
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then use the intelim rules to show that this rule can be proven
with the existing stock of derivation rules.

7. Translate the following argument into PL, then prove it: "Ei-
ther my client is guilty or innocent. If my client is guilty, then
there is evidence my client is guilty. If there is evidence that
my client is guilty, then the prosecution has presented that
evidence. The prosecution has not presented evidence that
my client is guilty. Therefore, my client is innocent."

5.6.2 The Replacement Rules

All of the previous derivation rules have been expressed as one-direction
derivation rules. That is, they allow for deriving a proposition of one form
from a proposition of another form. For example, VI permits deriving a
disjunction ¢ V 9 from a disjunct ¢, but it does not permit deriving a
disjunct ¢ from a disjunction ¢ V 1. In this section, we will consider
adding three additional derivation rules to PD+ that are two-direction
derivation rules. These rules are known as replacement (or equivalence)
rules. Replacement rules are derivation rules that allow for interchanging
certain formulas or sub-formulas in a proof.

Similar to the additional rules we added to PD+ in the previous section,
each of the replacement rules that we will add in this section are capable
of being derived using PD.

5.6.2.1 Double Negation

The first replacement rule that we will add to PD+ is the double negation
rule. This rule allows for taking any wif ¢ and replacing it with its doubly
negated form ——¢ or taking any wif =—¢ and replacing it with a wif that
removes both negations ¢. The double negation rule is a two-direction
derivation rule. It allows for deriving ——¢ from ¢ and it allows for deriving
¢ from ——¢. There are two ways to express this fact. First, we might
express the rule as follows: ¢ - ——¢ and -—¢ F ¢. Second, we might
express the rule more compactly as follows: ¢ 4+ ——¢. The symbol -+
is known as a "turnstile" and it is used to express the fact that a rule is
two-directional.
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Definition 5.6.4: Double Negation (DN)

——(6) + ¢

. J

Let’s consider examples of DN. First, consider the following entailment:
P — RtE ——=(P — R). The proof of this entailment is as follows:

1 PR P, ~~(P = R)
2 ——(P—R) DNI

Notice that the conclusion is the doubly negated form of the conditional
P — R at line 1. To cite a use of DN, we can cite the abbreviation for
the rule "DN" along with the line of the proof to which the rule is applied
(line 1 in the above example). It is important to note that replacement
rules can be applied not only to the entire wif ¢ but any subformula 1) of
¢. For example, consider the use of DN in the following proof:

1 PV(RAS) P, (PV(RAS))
Notice that the use of DN in the above proof is applied to the subformula
S of the formula PV (R A S) at line 1. But, be carefull DN involves
replacing a wif with its doubly negated form. It does not involve adding

one negation to one part of a wff and another negation to another part of
a wif. For example, consider the following proof:

1 PV(RAS) P, (PV(RAYS))
2 2PV (=RAS),NO! DN 1
In the above example, notice that rather than replacing say P with -——P

or R with == R, the subformula P is replaced with =P and the subformula
R is replaced with —=R. This would not be a correct use of DN.

5.6.2.2 De Morgan’s Laws

The next rule we will add to our deductive system is "De Morgan’s Laws"
(a pair of rules named after 19th century mathematician and logician
Augustus De Morgan).

Definition 5.6.5: De Morgan’s Laws (DeM)

=(oV ) H==(0) A=(¢)
(@A) F==(0) V()
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In the case of DeM, you can interchange a negated disjunction —(P V Q)
with a conjunction whose conjuncts are negated =P A—@Q (and vice versa)
and you can interchange a negated conjunction =(PV Q) with a disjunction

—P V =@ whose disjuncts are negated (and vice versa). DeM is like a game of
leap frog. The — 'leaps”

(¢ V). The - "leaps" over the parentheses and "lands" on the ¢ and . ... 410 parentheses and

Now the wif is =(¢) A = (¥)). lands" on the negated
propositions.
~
ICH
=N )

De Morgan’s laws are probably not the most intuitive ("natural") rules,
but they are very useful for solving proofs. Because they are so useful,
let’s consider several examples of DeM. First, let’s consider a MWE of
DeM. Rather than solving a proof, let’s consider the use of DeM in a
proof:

1 ~(PVQ) P
2 -PA-Q  DeM1
5 ~(PVQ) DeM 2

Notice that above proof begins with a negated disjunction. Using DeM
on that negated disjunction allows for deriving a conjunction with two
negated conjuncts. This is =P A =@ at line 2. When using DeM, we cite
DeM and the line of wff to which DeM is applied. In looking at lines
2-3, recall that DeM is a rule of replacement. So, not only can we reason
from a negated disjunction =(P V @) to the corresponding conjunction
= PA—-Q, but we also can reason from that conjunction back to the negated
disjunction =(P V Q).

Since DeM is a pair of rules (one involving negated disjunctions, the other
involving negated conjunctions), let’s consider a MWE of the other rule.
1 2(PAQ) P
2 =PV-Q DeM 1
3 2(PAQ) DeM 3
This proof illustrates a use of DeM. First, notice that the proof begins with
a negated conjunction =(P A Q). Using DeM on that negated conjunction

allows for deriving a disjunction with two negated disjuncts. This is =PV
=@ at line 2. In looking at lines 2-3, again recall that DeM is a rule
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of replacement. So, not only can we reason from a negated conjunction
—(P A Q) to the corresponding disjunction =P V =@, but we also can
reason from that disjunction back to the negated conjunction =(P A Q).

Now that we have the basic idea of how to use DeM in a proof, let’s
consider some more complicated examples. Consider the following entail-
ment: (A A B) F B. The proof is set up as follows:

1 ~(AAB) P,B

Since line 1 is a negated disjunction, there is not a whole lot we can do
with this wif. We cannot apply AE to it as it is not a conjunction. We
might try to assume —B and tried to derive ¢, =¢ in the hopes of deriving
B. But, once we assume B, it is not immediately obvious what we would
do next. So, let’s try using DeM on line 1. This would allow us to derive
a conjunction with two negated conjuncts. This is ~A A =B at line 2.

1 -(AAB) P,B
2 ~AA-B  DeM1

Now that we have a conjunction with two negated conjuncts, we can apply
AE on line 2 to derive =B at line 3. This would complete the proof. This
proof highlights an important tip. When there is a negated disjunction
—(P V Q) or a negated conunction =(P A @), it is a good idea to use
DeM as these rules derive conjunctions and disjunctions. Conjunctions
and disjunctions can then be used to apply rules like AE, VE, or DS.

Let’s consider another example involving DeM. Consider the following
entailment: P — (RV Q),~R A —Q  —P. The proof is set up as follows:

1 P—=(RVQ) P
2 " RA-Q P

As mentioned earlier, generally, it is a good idea to consider using DeM to
negated conjunctions and negated disjunctions. However, it is important
to remember that DeM is a two-directional rule. It can be used on the
conjunction in line 2 to derive the negated disjunction —=(R V Q). From
there, MT can be used to derive the conclusion.

1 P—(RVQ) P

2 TRA-Q P
3 7(RVQ) DeM 2
4 =P MT 1, 3
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5.6.2.3 Implication

The final rule that we will add to PD+ is "implication" (IMP).

Definition 5.6.6: Implication (IMP)

¢ == =(g) VY

J

In the case of IMP, you can replace a negated conditional P — () with a
disjunction =P V @Q, and vice versa. Similar to the illustration of DeM,
let’s consider an example of IMP where we are more focused on how to
use the rule in a proof rather than solving a proof.

1 P—=Q P
2 PVQ IMP 1
3 P—Q IMP 2

In the above example, the proof begins with P — . Since this wff is a
conditional, IMP can be used to derive the disjunction =P V @ at line 2.
In looking at lines 2-3, again recall that IMP is a rule of replacement. So,
not only can we reason from a conditional P — @ to the corresponding
disjunction =P V @, but we also can reason from that disjunction back to
the conditional P — Q. As IMP is applied to only one line of the proof,
we cite the line of the proof to which IMP is applied.

Next, let’s consider an example of IMP where we are solving a proof.
Consider the following entailment: =(P — @) F —=Q. The proof is set up
as follows:

1 _'(P_> Q) P7 _'Q

Since IMP is a replacement rule, it can be applied to the subformula of
a wif. In this case, IMP can be applied to the subformula P — @ of the
wif =(P — @) at line 1. This would allow for deriving the disjunction
=(=PV Q) at line 3.

1 _'(P_> Q) Pa _'Q
> +(-PVQ)  1IMP

Since line 3 is a negated disjunction, we can complete the proof by using
DeM and then AFE.
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1 =(P—Q) P, =Q
2 —(=PVQ) IMP 1
3 =P A-Q DeM 2
4 —Q AE 3
In this section, we added three replacement rules to PD+: DN, DeM,

and IMP. We added these rules, not because they are necessarily natural
or intuitive, but because they make solving proofs much easier.

FExercise 5.60

1. ﬁﬁ(ﬁﬁp — Q) FP— ﬁﬁQ

2. -(-PVQ)FP

3.8 =>-QF-SV-Q

4. =—P - R,P,——R > WA Z)F ——=(W A —-—Z)

5. 7(PVR) = (nZVvV-W),-PA-RF(ZAW)

6. (P— R),(-PVR)— (Z—-R)F—-ZV-R

7. - PVR,~(P—R)FS

8. P——(ZVvS),~(P—-RF-ZVW

9. P~(-PA-R)—>~(S—>T)F S

10. P+ (RV S),PAN—-S5,Q - -RF —=Q

11. RV(M AT),~RAN-W,L - W =L

12. (RVM)V=(SVT),(SVT)V(ZANE),~(RVM)FE
13. =«(PVR),-P —- (M VS),-R— -QF -MA-Q

14. «(P—R),P > Z, - R—-MFZANM

15. =(-P - -R),Z - P+-Z AR

16. F =(P - R) — (S — —R)

17. - =(PVR) = [(Z — R) = —Z]

18. F[~(P— M)AN—(T — S)]V(PV~-P)

19. Recall that in an earlier section, two principal strategies for

solving proofs were introduced. How would you incorporate
DN, DeM, and IMP into those existing strategies?

5.6.3 FEven More Derivation Rules: Theorems

Our formulation of the intelim rules was sufficient to provide a derivation
of any syntactic entailment. We supplemented the intelim rules with ad-
ditional derivation rules and rules of replacement. The motivation behind
this supplementation was because some of these rules correspond to how
people naturally reason and to simplify proofs. At this point, we might
add even more rules to our deductive apparatus to make solving proofs
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even easier. However, this supplementation is both not necessary and po-
tentially comes with a cost. The cost is that the more rules we add to our
deductive apparatus, the more rules it is necessary to remember. This
can make solving proofs more difficult.

Rather than explicitly add more rules to our deductive apparatus, we will
consider a way to create new derivation rules from the existing rules. If ¢
is derived from I' and I' is empty, then derivation of ¢ is a proof or zero-
premise deduction of ¢. In addition, ¢ is a theorem. Once it is established
that ¢ is a theorem of our deductive apparatus, then ¢ may be written at
any point in a proof (we only need to cite that it is a theorem).

T1. P— P

1 P A

2 P R1

3 P—P — 1 1-2

With the the proof of the above theorem, we can now write a wff of the
form ¢ — ¢ at any point in a derivation. For example, consider the
following (quite uninteresting) derivation:

1 P P
2 PP T1
3 P — F1, 2

Next, let’s consider the following proof of the theorem P — (Q — P):
T2. P— (Q — P)

1 | P A

2 Q A

3 ’T R1

4 |Q—P — 123

5 P—(Q—P) — 114

Now with the above theorem, we can write a wff of the form ¢ — (b — ¢)
at any point in a derivation. In addition, we can use our theorems to
derive new theorems. For example, consider the following proof of the
theorem Q — (P — P):

T3. Q— (P — P)
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1 (P—>P)—(Q—(P—P) T2

2 (P—P) T1

3 Q—(P—P) — E2.3
In the above proof, notice that line 1 is an instance of theorem 2. Theorem
2 is any wiff of the form ¢ — (¢¥» — ¢). In this case, ¢ is P — P and ¢
is Q. Once theorem 1 is invoked, then we can use — FE to derive a new

theorem. Let’s consider another example of a proof of a theorem. Consider
the following proof of the theorem P — ((P — Q) — Q):

Tjy P—(P—Q)—Q)

1 | P A

2 P—qQ A

3 ’? —1,2

4 (P—-Q)—Q — 123

5 P> (P—Q)—Q) — 114

5.7 ADDITIONAL EXERCISES

This section provides additional exercises for practice. The exercises are
organized by difficulty. The first set of exercises are easy. The second set
of exercises are medium. The third set of exercises are hard. The fourth
set of exercises are that do not have any premises (zero-premise proofs)
and so will begin with an assumption.

5.7.1 FEasy

FExercise 5.61

PAN-Q,TVQEFT
P—Q,Q— R, —-RF-P
A—-C,ANDEC
[((ANB)ACIANDF A
AFB— (BANA)
-(AVB)F—-AAN-B
-(-=AV B)F-—=AAN-B
(PVQ)VR,(TVW)—-RTAN-PFQ
AV (=B — D),-(AVB)+FD
-AV-BF-(AAB)

11. AV(-B—D),~(AvD)+FB

—_

PRPNSDH PN

[t
S
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12. (+\BA-D),~(BVD)— Sk S

13. (B++ D)V S,~S,BFDVW

14. " A= Q,(AVD)— S -SFQ

15. RVRFR

16. =(-RVR)FW
17.A—>B,B—>C,—\C|——\A

8. A—-B,B—>C,A-C

19. A—- B,Av(C,-CH+B

200 A—-»(B—~(C),A,C—-DFB—D

2. A-B,C—-D,B—-C+FA—D

22. A»(B—-(),A,-CF-BV (W —S)

2. MV(QAD),M - F,(QAND)—-FFFVS
24. PF(-QV P)Vv-W

25. (CAND)—= (EANQ),C,DFQ

26. P—» (QAN-S),F - S R— P,R,~-F—-MF-FAN-M
27. PQANF,(PANF)— (WVR),-R,Q— SFWAS
28. P—=Q,Q—>W,PFW

29. P——-(QV—-R),PF-Q

30. -(-PAN-Q),"QF P

3. “(WV(SVM))F-WA-M

32. °(PV(SAM)),MF—-PA=S

5.7.2 Medium

FEzercise 5.62

(S+D)—-T,P+~ (SAD),P+T
-(PVQ),~(~AV-B)F-PAB
B—~(SVT),~(AV-B),~S = WFW
PF-P— S
-(AAB),B,(mAVS)—>(DAT)F =DV =T
P,(PVQ)—W,-WkE=(PVQ)

G- MF-M— -G

A—-(B—C),-BF-A
(B—-C)—~(D—E),CkF-E

(SVW)— M,(SAT) <> (RVP),RFM

. LA(Y \=B),P,(PV-R) = Z,[ZV(SAT)] = WEFWV-M
.RASAT),(TVM)—W,(WvV-P)— (AANB)F B
.B—-D,-DF-BVD

NN

[ T
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14.
15.
16.

“PV(-QVR),~-P— (WAS),(-QVR)— (WAS)FS
-W— (RVS),M —--W,-SAMFR
A< BFA—- B

17. [P+ (LVM)] - W,P,LVM+ W
18. AL BFA+< B
19. A—-B,-A—-CF-BVC
20. (B—-C)—~(D—E),CkF-FE
21. (SVW) = M,(SAT) < (RVP),RFM
22. LAN(YA-B),P,(PV-R) = Z,[ZV(SAT)] = W FWV-M
23. RA(SAT),(TVM)— W,(WV-P)— (AAB)+ B
24. B— D,-D+-~BV D
25. =PV (=QV R),~P = (WAS),(=QVR) = (WAS)F S
26. -W — (RV S),M — -W,-SAMF R
27. (AV B) - =D, ~(~AV-B) - R+ D - R
28. =W = (RV S),M — —-W,-SAMF R
29. PF——PVP
30. (QVB)F (BVQ)
3l. (ANB)ACFAAN(BAC)
32. 7(AVB)—» D,-D+FAVB
33. °/[[AAB)AC]— R,-RF (BANA)ANC
3. R (M —T)— Zl,SAN[-PA(—QA-S)+Z
35. PA[SA(RA-P),R—[(M—=T) =W+ W
36. -=(-R — -R)V B} (R — R) V -—B
5.7.8 Difficult

FEzxercise 5.63
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1
2
3
4
d.
6
7
8

.7 (AV[-(B—-R)V-(C - R)]),~ A« (BVC)FR
.(A—-A)—-BFB

. AVB,RV—~(SVM),A—- S B—- MFR

. BACFA(BV-C)V(F—M)

AtF —(=AAN-B)

. =(CV--D),-DF—~(-CANF)VM

.A—B,D— E (BV-E)AN(-mAV-B)F-AVvV-D
.A—-B,D—-E F—-G,H—~J,D—G,E— B, FV
AF-DV-FE

(AvB) - (DVE),(DVE)VF)]— (GVH),GVH)—
-D,E—-G,B-H



10.
11.

12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.

31.
32.
33.
34.
35.
36.

37.

A— B,AV (BV-D),-BF-DA-B

A—- (B—D),~(D—-Y)— K, (ZV-K)V~(B—=>Y)E
-Z = -(AANK)

-(A— B),A— D,E— BF—~(D—E)

(P = Q) F(PA-Q)

(P—=Q)F~(PA-Q)

PVQFQVP
PAQFQAP
PV(QVR)F(PVQ)VR
PAQARF(PAQ) AR
PV(QAR) - (PVQ)A(PVR)
PAQVR)F(PAQ)V(PAR)

(PANQ) - RFP—(Q—R)

P—-QF-Q——-P

S—-RPVSP—-RFRVM
P—-WW-—S5S8-—-T-TkF-P

A— BF(-AVB)VR

(A= B)F (AAN-B)VR

FFE-F W

(wAAN-B)— -C,-AF-B — -C
(-AN-B) - -D,~A+D— B

A+ (B—C),A(-BvC) —> D,S — =(DVE),(-S +
A)—-LFL

P[P+ (PVQ)]+ P

“(A—-R)V-(R—A)FAVR

(P—L)VS|—- (R<S),L,R-S+ L
ZE[P—(ZV-2)]+[Q— (ZV-2Z)
Z<FH(Z—>F)NF — 2)

P(PVQ) — (ZANS),(ZANP)+ W, W = W) = (LV
M), L - O,M — O,-(0«< P)FU

Try to solve the following only using the introduction and
elimination rules (and R): ~EV D,(E — F) < G,D — F
L—G
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5.7.4 Zero-Premise

232

Ezxercise 5.64

FP—P

FPV-P

F =(P A —P)
FAAB)— A

A — —(BA-B)

F-A— (A— B)

FA— (AV-A)
FP—(-Q— P)
FI(P—-Q)—P]—P
Fol(A— —A)A (A = A)

.FA— (ANA)

. F[(A—=B)AN(A— D)] - [A— (BAD)]
. k=P = S[(P—Q)— P
FP=>(Q@—-R)]—[(P—Q)— (P— R)
.F(A—=B)V(B— D)

.FA-[A— (AVA)

. F=(PA-P)

. F[(mAVB)A(=AV D)] = [-AV (B A D)]
.F[(P—-Q)— R — (-R—P)

.F(A— B) = [=(BAD)— —=(DAA)
.F(AAB)— A

L E—mA—= A

.FA— (B—A)
.F(AVB)—[(-wAV B) — B|



Part 111

Predicate Logic
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QL LANGUAGE

The language of PL has at least four strengths and one weakness. Let’s
begin by considering its strengths. First, the language of PL offers a more
precise way of defining the informal idea of a conclusion "following from"
its premises and the informal idea of a valid argument. Second, for any
argument that is valid in PL, there is a corresponding valid argument in
English. This means that some of the arguments that we wish to represent
and the reasoning we do in English can be represented in the more precise
language of PL. Third, there are ways to identify valid arguments in
PL. This we saw in chapters 3 and 4 with the use of the truth-table and
truth-tree methods. Fourth, not only do we have a way to identify good
arguments but also construct them using a proof system (PD). That is,
we have a codified set of rules that justify various derivations or moves
forward in arguments.

While there are many weaknesses of PL, one of the main weaknesses is
that there are valid arguments in English that are not identified as valid
in PL. Let’s consider this weakness in context before looking at a specific
example. First, recall from chapter 1 that one of the goal’s of logic is to
identify good and bad arguments. In order to do this, we (1) developed
a formal language that is expressive enough to capture the validity of
arguments and (2) developed methods (table and tree) for identifying
valid arguments in that formal language. What seems evident is that if
an argument is valid in our formal language, then it is valid in English.
But this does not seem to satisfy the logician’s larger goal of identifying
good and bad arguments since there are valid arguments in English that
are not identified as valid in our formal language.

Next, let’s illustrate this weakness with an example. Consider the follow-
ing argument:

e P1: All humans are mortal.
e P2: Socrates is a human.
e C: Socrates is mortal.

Intuitively, this is a valid argument. If each and every human being is
mortal and Socrates is a member of the larger class of human beings, then
Socrates is mortal. This is a valid argument in English. However, this
argument, when translated into PL, the argument is not valid argument
in PL. Let H stand for "All humans are mortal", S stand for "Socrates is a
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man", and M stand for "Socrates is mortal". The result of our translation
is the following argument:

« P1: H
e« P2: S
« C:M

Notice that the above argument is not valid in PL. The interpretation
SJ(H)=T,7(S)=T,7(C) = F is such that the premises of the above
argument are true and the conclusion is false. Thus, the argument is
invalid in PL, but not valid in English. If the goal of logic is to develop
criteria for identifying and constructing good and bad arguments, then
some modification or extension of PL is needed.

In this chapter, we take a step toward this goal by building our the lan-
guage of propositional logic. We extend this language by creating a new
language that we will call "the language of predicate logic" (also known
as "the logic of relations", or "quantificational logic", or "first-order pred-
icate logic"). We will abbreviate this language as QL. One key aspect
of the language of QL is that it is more expressive than the language
of PL in that it allows us to capture the validity of arguments that are
not valid in PL(like the one above). QL is capable of doing this because
it allows us to analyze sentences at the sub-sentential level. That is, it
allows us to analyze the logical relationships between parts of sentences
or propositions.

6.1 QL SYMBOLS
First, we begin with the symbols of QL:

1. names: Lower case letters, a through v with or without numerical
subscripts.

2. n-place predicates: Upper case letters, A through Z with or without
numerical subscripts.

3. variables: Lower case letters, w through z with or without numerical
subscripts.

4. operators: =, A\, V, —, >

5. parentheses: (, )

6. quantifiers: V, 3

At this point, these symbols do not have meaning nor do we have any
rules for how to combine said symbols together into grammatically correct
expressions. We will turn to these issues in the following sections.
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FEzercise 6.65

Determine what kind of symbol the following symbols are:
1.

RS NCE N SRR
W< | & 8% o~

6.2 QL SYNTAX

With the symbols of QL specified, we now turn to the syntax of QL.
That is, the proper way of combining these symbols.

6.2.1 QL: Formation Rules

The central concept for QL syntax is the idea of a well-formed formula
(wif). In rough terms, a wif is a grammatically correct expression in QL.
That is, it is a combination of QL symbols put together in the "correct"
order. What defines whether something is or is not put together in the
"correct" order are a set of grammatical rules known as "formation rules".

Definition 6.2.1: Well-formed Formula in QL

A well-formed formula (or wff) ¢ is any combination of QL sym-
bols capable of being constructed through some combination of the
formation rules in Definition 6.2.2.

. J

It is clear that the key idea for determining whether something is a wif
are the formation rules. In what follows, we will first define these forma-
tion rules and then illustrate how they can be used to determine whether
something is or is not a wif.

Definition 6.2.2: Formation Rules for QL

Let P be a placeholder for an n-place predicate and x be a place-
holder for a variable. The formation rules for QL are as follows:
1. an n-place predicate P followed by n terms (names or vari-
ables) is a wif in QL, where n > 0.
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2. If ¢ is a wif in QL, then —(¢) is a wff in QL.

3. If ¢ and 9 are wifs in QL, then (¢ A ), (¢ V), (¢ — ¥),
and (¢ <> ¢) are wifs in QL.

4. If ¢ is a wif containing a variable z, then (Vz)(¢) and (3z)(¢)
are wifs in QL provided that there is no other quantifier con-
taining x in ¢ (that is, (3z) and (Vx) are not already in ¢).

5. Nothing else is a wif in QL except that which can be formed
by repeated applications of the above.

With the formation rules defined, let’s explain and offer illustrations for
each rule. Rule 1 states that an n-place predicate followed by n terms is
a wif. Thus, if P is a one-place predicate, then Pa would be a QL-wif.
Similarly, Px would also be a QL-wff. Both are wffs since if we write a
one-place predicate, then the creation of a wff requires one term (name
or variable) written to its immediate right. If P is a one-place predicate,
then both P and Pab are not QL-wifs. P by itself does not have a term
to its immediate right and Pab has two terms (rather than one) to its
immediate right.

Suppose that @ is a two-place predicate. Provided there are two terms
to the right of @), then the resulting formula is a wif. So, Qaa, Qab, Qba,
Qaz, Qrz, and Qzy are all wifs. However, Qa is not a wif since there is
only one term to the right of ). Similarly, Qabc is not a wif since there
are three terms to the right of Q.

Finally, if an n-place predicate is a 0-place predicate, then it is a propo-
sitional letter. For example, suppose S is a zero-place predicate. In this
case, S is a wif. However, Sa is not a wff since there is a term to the right
of S. We will treat 0-place predicates as PL propositional letters.

Rules 2 and 3 are the same as the formation rules from PL. They specify
that if there is a wif ¢, then —(¢) is a wif and if there are two wffs ¢ and

¥, then (¢ A1), (¢ V1), (¢ — ¥), and (¢ <+ 1)) are wils.

Rule 4 tends to be the most difficult to understand and different logic
textbooks present this rule differently. In our presentation, we say that
if there is a wif ¢ and ¢ has a variable x, then a quantifier with an x to
its immediate right can be prefixed to (put to the left of) ¢. Thus, if ¢
has the variable y in it, then formulas of the form (Jy)(¢) and (Vy)(¢)
are wifs. More concretely, suppose F' is a one-place predicate. If F' is a
one-place predicate, then Fx is a wif. Since the wif Fx contains a variable
x, a quantifier with z to its immediate right can be prefixed to Fx. That
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is, if Fx is a wif, then (Vz)(Fx) and (3z)(Fx) are wils.

Let’s consider the use of the formation rules to show that ((Vy)(Pyy) A
(Jz)(Fx)) is a wif.

Pyy is a wif (rule 1)

Fzx is a wif (rule 1)

If Pyy is a wff, then (Vy)(Pyy) is a wif (line 1, rule 4)

If Fz is a wif, then (3z)(Fz) is a wif (line 2, rule 4)

If (Vy)(Pyy) is a wif and (3z)(Fz) is a wif, then ((Vy)(Pyy) A
(3z)(Fz)) is a wit (line 3, 4, rule 3)

U N

Now that we have considered some preliminary examples, let’s turn to the
condition placed on the rule (4). The condition states that if ¢ is a wff
containing a variable z, then (Vx)(¢) and (3z)(¢) are wifs provided there is
not already a quantifier with x to its immediate right in ¢. For example,
consider the wif (3x)Lzx. While (3x)(Lzx) is a wif with variables, we
might think we could use the fourth formation rule to construct the wiff
(Vz)((3x)(Lax)). This would not be permitted given the restriction on
this rule. Since (3x)(Lzz) contains the variable z, we cannot use the
fourth formation rule to construct (Va)((3x)(Lzx)).

Similarly, the condition prevents us from creating the wit (3z)((3x)(Lzx)).

Finally, rule (5) provides closure for our list of rules. It states that there
are no other rules that allow for the creation of wifs. That is, the only wifs
that can be created are those that can be created by repeated applications
of the above rules.

FEzercise 6.66

Using the formation rules, show that the following propositions are
wifs in RL, where ‘Pxy’ is a two-place predicate while ‘Rx’ and ‘Zx’
are one-place predicates:

. (Ra A Paa)

. (Vx)(Pxx)

. (3x)(Zx)

- ~((Fy)(Pyy))

- (=((Vz)(Pzz)) A (3z)(Z))

QU = W DN~

6.2.2 Literal wffs

In later chapters, it will be useful to refer to a wif that is either a n-place
predicate followed by n-terms or the negation of such a wff. Let’s define
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this type of a predicate logic wft as a literal wff. That is, a literal or literal
wff is a wif that is either a n-place predicate followed by n-terms or the
negation of such a wif.

Definition 6.2.3: Literal wff

A literal wif is a wif ¢ that is either a n-place predicate followed by
n-names or the negation of such a wff —=(¢).

To illustrate, if P is a 1-place predicate, then Pa and —(Pa) is a literal wif.
Similarly, if R is a 2-place predicate, then Rax and Rab are both literal
wifs; so are =(Raz) and —(Rab). In contrast, (3z)(Fx) is not a literal wif
as it is not simply an n-place predicate terms followed by n-terms, nor is
it the negation of such a wif. Similarly, (Pa A Qa) is also not a literal wif.

FEzercise 6.67

State which wifs are literal wifs and which are not literal wils.
1. Fb

—(Fb)

~(~(Fb)

(Vz)(Fz)

FbN Fq

>

6.2.3  Scope of Quantifiers and Formula Simplification

Quantifiers have scope. To determine the scope of a quantifier, we can
construct the wif containing the quantifier using the formation rules. The
scope of the quantifier is the wif that is constructed when the quantifier
is first added to the construction. For example, consider the construction
of (Vz)(Fx). First, we start with Fz. Then, we add the quantifier (Vz)
to the left of Flx. The result of this construction is (Vz)(Fz). The scope
of the quantifier is the wif (Vx)(Fz).

To further illustrate, consider the wif ((3x)(Fz) A Gx). The construction
of the wif is as follows:

1. Fzis a wif.

2. (Jz)(Fz) is a wit.

3. ((Fz)(Fz) A Gx) is a wil.

Notice that the existential quantifier is first introduced at line 2. As such,
the scope of the existential quantifier is (3z)(Fx). That is, the scope is
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not the entire wif but only the subformula (3x)(Fx). Let’s contrast this
example with (3z)((Fz A Gz)). The construction of this wif is as follows:

1. Fx is a wit.
2. (Fz A Gz) is a wif.
3. (Fz)((Fz A Gzx)) is a wit.

Notice that in this example, the existential quantifier is first introduced
at line 3. As such, the scope of the existential quantifier is the entire wff
(Fz)((Fz A Fx)).

While the scope of the quantifiers can always be determined by construct-
ing the wff, generally people do not construct every wif to determine the
scope of the quantifier. Instead, people make use of heuristics (shorthand
methods) for identifying the scope. Let’s consider three such heuristics.

First, whenever a quantifier is introduced in constructing a wiff, paren-
theses are also introduced. The left parenthesis occurs immediately to
the right of the quantifier and the right parenthesis occurs at the end of
the wif. The scope of the quantifier is thus the quantifier itself and the
wif between the left and right parentheses. For example, consider the wif
(3z)((Fx A Gzx)). Notice that the existential quantifier (3z) is at the be-
ginning of the wff. To the immediate right of the existential quantifier is a
left parenthesis and this parenthesis has its closing counterpart at the end
of the wif. The scope of the quantifier (3z) extends to the wff between
the left and right parentheses. In this case, the scope of the existential
quantifier is the entire wif (3z)((Fx A Gz)). In contrast, the scope of the
quantifier in ((3z)(Fx) A Gz) is only (Fz) as the left parenthesis closes
before the end of the wif.

Before introducing the other heuristics, let’s introduce two rules for sim-
plifying the writing of wifs. First, we will make use of the simplification
conventions from propositional logic. These include the general principle
that we do not need to include the presence of parentheses that do not
play a role in disambiguating the scope of an operator. So, for example,
the parentheses in (P A Q) can be dropped and the wif can be rewritten as
PAQ. Similarly, =((PAQ)) can be simplified to =(PAQ). In addition, we
will make use of the convention that the scope of the operator for negation
is the smallest subformula to its immediate right unless parentheses are
used to extend its scope. So, for example, the scope of negation in =P AQ
is =P, while the scope of negation in =(P A Q) is the entire wif. The final
simplification for parentheses in propositional logic was that we can omit
the presence of parentheses when negations are stacked. So, for example,
=(=(=(P))) can be simplified as ~——P.
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Let’s add a simplification convention for wffs containing quantifiers. Our
convention for simplification will also allow for omitting certain parenthe-
ses in wifs containing quantifiers. Just as we said that the scope of the
negation operator is the negation itself and the smallest subformula to its
immediate right unless parentheses are used to extend the scope, we will
say that the scope of a quantifier is the quantifier itself and the smallest
subformula to its immediate right unless parentheses are used to extend
the scope. Secondly, just as we can omit the presence of parentheses when
negations are stacked, we will also omit parentheses when quantifiers are
stacking.

Let’s illustrate these simplifications with a few examples. First, since the
scope of (Jx)(Fz) is (3x) plus the smallest subformula to its immediate
right, which is (Fx), we can simplify (3z)(Fx) as (3z)Fz, we can simplify
the writing of this wif to (3z)Fz. This is because our convention is that
the quantifier applies to the smallest subformula to its immediate right
(unless parentheses are used to extend its scope). With this convention
(3z)(Fz) and (Jz)Fz to be read the same way, so we can simplify the
writing of the wif. Second, since the scope of (Jz)((Fz A Gz)) is the
entire wif (including the conjunction), the additional set of parentheses
around the Fx A Gx does not play a role in disambiguating the scope of
the quantifier. Therefore, the wif can be simplified to (3x)(Fz A Gz).

Next, in the case where quantifiers are stacked, the presence of certain
parentheses can be omitted. For example, consider the wif (3x)((Vy)(FxA
Gy)). The scope of the existential quantifier is the entire wif, while the
scope of the universal quantifier is (Vy)(FxAGy). Let’s allow the parenthe-
ses around the universal quantifier to be omitted. That is, let’s allow the
wif to be written as (3z)(Vy) (FzAGy). In other words, (3x)(Vy)(FxAGy)
and (3z)((Vy)(Fz A Gy)) can be read as the same wif.

These procedures for simplification allow for introducing a second way
of articulating how the scope of a quantifier is identified. The scope of a
quantifier is the quantifier itself and the smallest subformula to its immedi-
ate right unless parentheses are used to extend the scope. So, for example,
consider the smallest subformula to the immediate right of (3z)Fx A Gx
is F'z. Therefore, the scope of (3z) is (3z)Fz. In contrast, notice that in
(Jz)(Fx A Gz), there are parentheses to the right of the quantifier (3x).
This indicates that the scope of the quantifier for (3z) extends to the
point where the left parenthesis closes. Since the left parenthesis closes at
the end of the wif, the scope of (3z) is the entire wif: (Iz)(Fz A Gx).

In addition, these simplification procedures also allow for introducing a
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third way to identify the scope of a quantifier. Namely, a parallel can be
drawn between the scope of the quantifier and the scope of the negation
operator. Recall that the scope of the negation operator is the smallest
subformula to its immediate right unless parentheses are used to extend
the scope. For example, notice the distinction between =PAQ and —(PA).
In =P A @, the negation has narrow scope. It only applies to =P. In
contrast, in =(PAQ), the negation has wide scope. It applies to the entire
wif. This is parallel to the contrast between (3) FxAGz and (3z)(FxAGzx).
In (3)Fxz A Gz, the quantifier has narrow scope, only extending to (3x)Fz
while in (3z)(Fx A Gz), the quantifier has wide scope, extending to the
entire wif.

Let’s notice a second parallel between the scope of negation and the scope
of quantifiers. In wifs where negations are stacked, the further left the
negation has in the stacking, the more scope it has. So, for example, in
the wif === P, the scope of leftmost negation is =——P (the entire wff), the
scope of the negation in the middle is =—— P, and the rightmost negation has
the least scope (only extending to —P). The same is true with respect to
wifs with stacked quantifiers. For example, in the wif (3z)(Vy)(3z) Rxyz,
the scope of the leftmost quantifier is (3z)(Vy)(3z)Rryz (the entire wif),
the scope of the quantifier in the middle is (Vy)(3z) Rzyz, and the right-
most quantifier has the least scope (only extending to (3z)Rzyz).

To conclude, let’s consider the wif (3x)(Vy)(Px — Ry) A (3z)Pz. Let’s
start by constructing the wff using the formation rules. The construction
is as follows:

. Pz, Ry, Pz are wfifs.

. Px — Ry is a wif.

. (Vy)(Px — Ry) is a wif.

. (3z)(Yy)(Px — Ry) is a wil.

. (Fz)Pz is a wit.

. (3x)(Vy)(Px — Ry) A (32)Pz is a wil.

O UL W N~

The scope of each quantifier is the wif constructed when the quantifier
is introduced into the construction of the wff. The scope of (Jx) is
(3z)(Vy)(Px — Ry). Since there is a case of stacked quantifiers, the
wit is similar to =—(P — R) A P where the scope of the leftmost negation
is == (P — R). In the case of our quantified wff, (3x) has (Vy) within
its scope. Notice that since the parentheses associated with (3x) do not
extend to the end of the wif, the scope of (3x) does not include (3z)Pz.
Next, the scope of (Vy) is (Vy)(Px — Ry). The scope of (Vy) does not
include (Jz)Pz. Again, this is similar to how the rightmost negation in
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—=(P — R) is =(P — R) rather than -—(P — R). Finally, the scope of
(3z) is (3z)P=.
Ezercise 6.68

In the following wifs, determine the scope of each quantifier.
1.

SRCS R

6.2.4 The Main Operator

In the previous section, the scope of a quantifier was clarified and illus-
trated. In this section, we utilize this idea to define and illustrate the
notion of the main operator of a wif.

As in proposition logic, the main operator of a wif can be defined in several
equivalent ways. First, the main operator of a wif ¢ can be defined with
respect to the construction of a wff. That is, the main operator of ¢ is
the last operator introduced in the construction of ¢. Second, it can be
defined as the operator that has the widest (or most) scope. Third, it can
be defined as the operator whose scope is the entire wif.

Let’s consider two examples. First, consider the wff (3x)Pxz A (Jy)Qy.
The construction of this wif is as follows:

1. Px and Qy are wifs.

2. (Jz)Pz is a wit.

3. (y)Qy is a wit.

4. (Fz)Px A (Fy)Qy is a wit.
Notice that (1) the last operator introduced in the construction was the
conjunction operator, (2) the scope of the conjunction operator has more
scope than the other operators, and (3) the scope of the conjunction op-
erator is the entire wif. As such, the main operator of (3z)Pz A (Jy)Qy
is the conjunction operator.

Next, consider the wif (3z)(Vy)((Px A Qy) — (3z)Pz). The construction
of this wif is as follows:

1. Px,Qy, Pz are wifs.
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. (3z)Pz is a wit.

. (Pz A Qy) is a wif.

. ((Px ANQy) — (32)Pz) is a wil.

. (Vy)((Px A Qy) — (F2)Pz) is a wil.

. () (YY) ((Px A Qy) — (F2)Pz) is a wit.

S O W N

Notice that in the above example, the last operator introduced in the
construction of the wff is (3z). Second, notice that this operator has
the scope of all other operators within its scope. Third, notice that the
scope of this operator is the entire wif. Therefore, the main operator of

(Fx)(Vy)((Px A Qy) — (32)Pz) is (Fz).

FEzercise 6.69

Determine the main operator of the following wifs:
1. (Vx)(Px V Q)

(Jy)(Py) A (32)(P=)

—(Jy)(Py) A =(3=)(P=)

~(Jy)(Py) V ~(3=)(Pz)

—(Jy)(Py A (Vz)Pz)

(Vz)(Px — (Qz A Mz))

(3x)Px A ((Jy)Py Vv (V2)Qz)

—(Vz)((Pb — Qb) <> Px)

(Vz)(Jy)~(Vz(Pz — Quz)

(Vx)(Vy)(Vz)(Pxyz A Rxyz) — ()P

PLPNRDHNP PR

H
o

6.2.5 Free Variables and Bound Variables

Quantifiers always appear with a variable to their immediate right. For
this reason, it is commonplace to refer to the quantifier along with the
variable that occurs to its immediate right as the quantifier itself. When
an occurrence of a quantifier that contains a variable x has within its scope
other occurrences of x, those variables are said to be bound variables.

Definition 6.2.4: Bound Variable

A variable x is bound if and only if it is in the scope of an occurrence
of a quantifier that has that variable to its immediate right.

For example, consider the following wif: (Vz)Fxz. The variable z in Fz
is a bound variable in the scope of quantifier that has x to its immediate
right: (Vz). It is common to say that the variable is "bound by" the
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quantifier. And so, z in Fz is bound by the (V) in (V) Fx. Another way
to put this is that if we want to determine whether a variable is bound or
not, we check two things:

1. Is the variable in the scope of a quantifier?
2. Does the quantifier have the variable to its immediate right?

If the answer to both of these questions is "yes", then the variable is bound.
If the answer to either of these questions is "no", then the variable is not
bound. If a variable is not bound, then it is a free variable.

Definition 6.2.5: Free Variable

A variable is free if it is not bound.

Let’s consider a few example to further clarify the distinction between
a bound versus free variable. Consider the following wif: (3x)Fz A Gz.
There are two occurrences of the variable x and so there is the question
about each of these variables as to whether they are bound or free. In the
case of the x in Fz, this variable is bound as (1) it is in the scope of a
quantifier and (2) the quantifier has x to its immediate right. However,
what about x in Gx? To determine whether this occurrence is bound or
free, we again check to see if that z is in the scope of a quantifier that
has = to its immediate right. In this case, notice that x in Gz is not in
the scope of a quantifier. Since the variable z is not in the scope of a
quantifier that has z to its immediate right, the z in Gz is not bound.
And, since = in Gz is not bound, it is a free variable.

Second, consider (3z)(Rz A Lz). In this wif, there are two occurrences
of the variable x: one in Rz and one in Lz. Notice that the z in Rz is
in the scope of a quantifier that has x to its immediate right. Therefore,
z in Rz is bound. Similarly, since the scope of the quantifier (3x) is the
entire wif (3z)(Rx A Lz), the x in Lz is also bound.

Third, consider (Vz)Lzy. In this wif, there are two variables: the x and
y in Lxy. We can thus consider whether each variable is bound or free.
First, notice that both variables are in the scope of the quantifier (Vz).
However, notice that only x in Lxy is in the scope of a quantifier that x
to its immediate right. As such, only z is bound. The y in Lzy is not
bound as it is not in the scope of a quantifier that has y to its immediate
right. As such, y is a free variable.
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FEzercise 6.70

Identify the bound and free variables in the following wifs:
1. (3z)(Rx — Ga)

(Vy)(Mxz — Py)V Ga

(Fz)Mz Vv (Vx)Rz

Rz A (V2)((Rz AN My) — Qz)

Pa A (Gw)(Vw A Lz)

—(3z)(Fz) A (3z)(Fx)

(Fz)(=Fz) A (3z)(Fz)

(Thb A Qa) = (Vx)(Fxr — Gy)

ToA=Tb

Rz — (Vz)Px

P eSS0

—
=

6.2.6 Open and closed formulas

In this section, we will introduce the notion of an open and closed formula.
When a wff contains a free variable, it is an open formula.

Definition 6.2.6: Open formula

An open formula is a wif containing at least one free variable.

For example, Fx, (3z)Fx A Fx, and (Vx)Lxy are all open formulas as
each contains a free variable. In contrast, when a wif does not contain
any free variables, the wif is a closed formula.

Definition 6.2.7: Closed formula

A closed formula is any wif that does not contain a free variable.

For example, (Vz)Fz, (3z)Fxz A (3z)Fz, and (Vx)(Vy)Lzy are all closed
wifs as there are no free variables in each wif.

Let’s consider some of these examples in more detail. Compare Fx with
(Vz)Fz. In Fx, the x is not within the scope of a quantifier, and so the
variable z is free. Since it is free, the wff is an open wff. In contrast,
(Vz)Fz is a closed wif as the z in Fz is within the scope of a quantifier
that has x to its immediate right (Vz). Therefore, the variable is bound.
Since x in Fz is the only variable, there are no other variables that are
free. Therefore, (Vx)F'z is a closed wif.

Next, let’s compare (3z)Fz A Fx and (3x)Fx A (3x)Fz. In the case of
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(3z)Fx A Fx, there are two instances of the variable z. The first instance
of x is bound as it is in the scope of (3x). However, notice that the second
instance of x is not in the scope of a quantifier. As such, it is a free variable
and so (3x)Fz A Fx is an open wif. In contrast, notice that both instances
of z in (3z)Fx A (3z)Fx are bound. The leftmost z is bound by the first
quantifier while the rightmost x is bound by the second quantifier. Since
all of the variables are bound, there are no free variables, and so the wif
is a closed wiff.

Next, let’s compare (Va)Lzy and (Vz)(Vy)Lzy. In (Vx)Lzy, the variable
x is bound by the quantifier (Vz). However, notice that while y is in the
scope of the quantifier (Vz), it is not in the quantifier that has y to its
immediate right. Therefore, y is free and so (Vx)Lzy is an open wff. In
contrast, x and y are both bound in (Vz)(Vy)Lzy since z is bound by the
quantifier (Vx) and y is bound by the quantifier (Vy). Since all of the
variables in this wif are bound, the wif itself is a closed wif.

Finally, let’s consider a wff that sometimes gives new students a pause.
Consider the wif Pb. Some individuals are inclined to say that Pb is an
open wif. They reason in one of two ways.

First, they reason that since b is not within the scope of a quantifier for b,
it follows that b is a free variable and so the wff Pb is an open wiff. This
is not correct since notice that b is not a variable. Rather, it is a name.
Since a closed wif is defined as a wff that contains no free variables and
Pb contains no free variables (it only contains the predicate P and b), Pb
is a closed formula.

Second, they reason that a closed wif is a wif containing only bound vari-
ables. Since b is not bound, it follows that Pb is an open wif. This is also
not correct. The source of the confusion stems from a misunderstanding
of the definition of a closed wif. A closed wif is not a wff that only con-
tains bound variables. Rather, it is a wif that contains no free variables.
Again, since Pb contains no free variables, it is a closed wif.

FEzercise 6.71

State whether the following wiffs are open or closed. If the wif is
open, identify any free variables.

1. Pz

2. Lxx

3. (Vx)Lzz
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(Vx)Lzy

. (Vz)Pz A Pa

Lab

(32) (¥y) (V2)(Pay — L)
(3z)(Yy)(Vz)Pry — Lz

e R

6.3 QL SEMANTICS

In the semantics of PL, single propositional letters are assigned truth val-
ues (T or F) by an interpretation function while wffs in PL are assigned
truth values by a valuation function. The semantics of QL is more com-
plex in that the elementary symbols of QL express parts of propositions
rather than complete propositions.

The articulation of the semantics of QL requires three things:

1. the domain of discourse
2. an interpretation function
3. a valuation function

(1) and (2) are known as a “model”. What is a model?

Definition 6.3.1: model

A QL-model (M) is a two-part structure M = (D, .¥) where
e D is a non-empty set
e .7 is an interpretation function that
1. assigns sets of n-tuples from D to n-place predicates
2. assigns objects of D to names

Notice that a model consists of two parts. The first part is D, which is
called the "domain". The second part is .# which is an interpretation
function. Let’s consider each part of the model in turn.

6.3.1 Domain of discourse

The first part of the model is the domain of discourse.! This part of
the model is abbreviated as D. A D is simply a set (or collection) of
items. The items of the domain are known as its members or items. The
domain can consist of anything that can be put into a set. Perhaps more
intuitively, the domain of discourse is just a collection of all of the things

!Sometimes simply called the “universe of discourse” or simply “the domain”.
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we wish to talk about. You can think about it as a collection of objects
in the world.

Often the domain of discourse is more restricted than all of the objects
in the world. We can specify what items are in the D by writing D : and
then either

1. individually listing each item in the domain
2. indicating some property that belongs to every item in the domain
3. indicating some method for determining every item in the domain.

Let’s consider some illustrations of these different ways of specifying a
domain. First, let’s consider the method of listing each item in the domain
(the method of enumeration). Suppose my family consists of the following
three people: David, Liz, Renna. The domain can be specified by listing
each item:

e D : David, Liz, Renna

Similarly, if we wanted to talk about only the even integers from 2-10, we
could list each of these items as follows:

e D:2,4,6,8,10

Second, let’s consider the method of indicating some property that belongs
to every item in the domain (the method of set-building). In the case of
my family, we could indicate that each item in the domain is a member
of my family. In the case of the even integers, we could indicate that each
item in the domain is an even integer between 2 and 10.

o D:{x | x is an immediate member of my family}
o D:{x | xis an even integer between 2 and 10}

The method of indicating some property has at least three advantages over
the method of listing each item. The first is that it is more economical to
indicate a property than to list each item when there the size of the domain
is large (or infinite). For example, it is easier to specify the property of
being an even integer from 2-100 than to list each item. The second
advantage is that the method of indicating some property allows us to
specify an infinite domain. For example, we can specify the domain of all
even integers as follows: D : {x | x is an even integer }. In short, this
method is more expressive power when it comes to specifying a domain.
The third is that it allows for the possibility of specifying a domain where
we do not know all of the items in the domain. For example, suppose we
wanted to specify a domain consisting of all the human beings on earth.

250



We could specify this domain as follows: D : {x | x is a human being}.
Notice that we do not know all of the human beings on earth (some of
them may be living in remote locations "off the grid"), but we can still
specify the domain in terms of a property that all of the items in the
domain have.

The third and final way of specifying a domain is probably the least men-
tioned, least used, and is possibly not distinct from the second way of
specifying a domain. On this third way, the domain is specified through
a recipe or set of instructions of how to determine each item in the do-
main. For example, suppose I have buried a chest of golden coins in the
woods. I have left a map or set of instructions to the treasure in my will.
I could have listed each item in the domain (each individual golden coin)
or I could have indicated some property that each item in the domain has
(being a golden coin). However, I have chosen to specify the items belong-
ing to the domain in terms of a set of instructions for finding the items
in the domain. In this case, the domain is specified as follows: D : {z |
where x is what you will discover if you enter such-and-such woods, walk
40 yards, take a left by a tree with a star carved into it, then take 40
steps, and dig 2 feet. }.

One advantage over the method of specifying a common property of items
(the set-builder method) is that this method is less abstract. Items from
the domain can be constructed or created by following a recipe or rules
for producing the items in the domain or offers a path for its users to be
put in direct contact with the items from the domain. One limitation of
such a method is that domains constructed in this way can often be rather
limited. For suppose we wanted to talk about cakes. On the one hand,
we might specify the items in this domain as follows D : {z | x is a cake}.
On the other hand, we might specify the items in this domain as follows:
D : {x | x is what you will discover if you follow the following recipe ... }.
In the latter case, it is not clear that our instructions can produce all of
the cakes in the domain since there may be some ways of making cakes
that we fail to consider.

6.3.2 Interpretation of QL

The second part of the model is the interpretation of QL or the interpre-
tation. This part of the model is abbreviated as .# and its role (intuitively
speaking) is to “give meaning” to the formal language QL. In other words,
it “gives meaning” to the names and n-place predicates.

A little more precisely, the .# function does two things:
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1. it takes names in QL and assigns them to items in the domain.
2. it takes n-place predicates in QL and assigns them to sets of n-
tuples.

That is, an interpretation or QL gives meaning to the names in QL by
assigning each name an object in D and meaning to predicate terms by
assigning each predicate term a set of items from D.

Definition 6.3.2: Interpretation of QL

An interpretation (.#) of QL is a function that
1. assigns single elements (items, members) in D to a name in
QL, and
2. assigns a set of n-tuples in D to n-place predicate terms.

\. J

Let’s consider each task of the interpretation function.

First, for each name in the formal language QL, it refers to the corre-
sponding object in the domain. More simply, an interpretation gives each
name (a, b, c,d) a corresponding referent or item in the domain. Just as
proper names in English, e.g. “George Washington”, refer to people in
our world, names in QL refer to objects in the domain.”

We abbreviate the interpretation of names as follows:

Wa”

o Z(a) = a, this says the name “a” is interpreted as the object a in
the domain D

o J(Mark) = Mark, this says the name “Mark” is interpreted as the
object Mark in the domain D

o Z(b) = b, this says the name “b” is interpreted as the object b in
the domain D

It is important to note that what is being interpreted is a name in terms
of an item in the domain. Thus, an interpretation of the name “George
Washington” is given in terms of the person George Washington. That
is, .7 (George Washington) = George Washington. Thus, .#(a) = a says

that the name “a” is interpreted in terms of an object a in the domain.

Second, an interpretation also assigns each n-place predicate in QL a set
of objects in the domain. More simply, if we are thinking about the 1-place

2For example, if a is a name in QL, an interpretation function would assign it a
single object in D as follows: .#(a) = a. What this says is the name “a” is assigned the
object a in the domain of discourse. More naturally, the name “David” refers to the

object David in the world.
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predicate “is red” or R, the interpretation simply assigns that predicate all
of the red objects in the domain. In other words, R or “is red” just refers
to all of the red things. For example, consider the model D = a,b, ¢, d.
Suppose that the 1-place predicate R is interpreted as the set of objects
a,b. That is, .#(R) = {a,b}. What this says is that the predicate “R” is
interpreted as the set of objects a,b in the domain. More naturally, the
meaning of “x is red” or “red” is just the red things it refers to in the
domain.

Part of the definition of an interpretation, however, reads as follows: the
interpretation “assigns sets of n-tuples of objects of D to n-place predi-
cates.” What is an n-place predicate? What is an n-tuple?

An n-place predicate is just a predicate term with n number of places
where we might fill-in names of objects. Or, it is a predicate term with
n number of places where it is necessary to fill-in a name so that the
predicate becomes a proposition (something that can be true or false).
So, for example, “x is red” is a one-place predicate since there is one
place (where the z is) where if we were to fill-in a name of an object, the
expression would express a proposition.

If R is a one-place predicate term, an interpretation function assigns a
set of items in D as follows: .#(R) := {a,b,c,d}. What this says is the
predicate term “R” is assigned a group of objects a, b, ¢, d from the domain.
More naturally, the meaning of “x is red” or “red” is just the red things
it refers to in the domain.

What is an n-tuple? Technically, an n-tuple refers to an ordered set with
n elements. However, more simply, you might think of n-place predicates
picking out different kinds of collections of objects. In the case of “x is
red”, when we interpret this predicate, we simply pick out all of the single
red things. For example, this umbrella is red, that book is red, this pen is
red, and so on. However, consider the two-place predicate “x is taller than
y”. In this case, the predicate doesn’t just pick out tall objects. Instead,
it picks out a collection of pairs of objects where the first object is taller
than the second. Where each of the single objects picked out by “is red”
is a 1-tuple, the pairs of objects are known as 2-tuples.

e “x is tall” is a 1-place predicate that is interpreted as a set of 1-
tuples.

e “xis taller than y” is a 2-place predicate that is interpreted as a set
of 2-tuples.

e “x is standing between y and z” is a 3-place predicate that is inter-
preted as a set of 3-tuples.
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When interpreting predicate two, or three, or n-place predicate terms, we
can make clear that we are referring to a pair of objects, or triplet, or n-
tuple by using angle brackets. That is, to express the interpretation of “x is
taller than y”, we might write the following: % (T') := {{a, b), (b, c), (a,c)}.
What this says is that the “taller than” two-place predicate is interpreted
in terms of pairs of things where the first object in the pair is taller than
the other.

FEzercise 6.72

Create a model for the following languages:

1. A language consisting of the following names (Jon, Liz) and
two-place predicate (loves)

2. A language consisting of the following names (Jon, Liz, Ryan)
and the following one-place predicate (loves, likes)

3. A language consisting of the following names (a,b) and the
following one-place predicate (L).

4. A language consisting of the following names (a,b,c,d), the
following one-place predicate (L, R), and the following two-
place predicates (S, M).

6.3.3 Valuation function

At the beginning of section 6.3, it was noted that QL-semantics contains
three key notions:

1. the domain of discourse
2. an interpretation function
3. a valuation function

With the notion of a model (domain and interpretation) clarified, a valu-
ation function can be used to determine the truth value of closed wifs.

e D

Definition 6.3.3: RL-valuation

Let aq,...,a, be any series of names (not necessarily distinct), P

be any n-place predicate, and ¢, be wifs in RL). Relative to a

model (a domain D and an interpretation .#), a valuation function

(vor V) of a wif in QL is a function that assigns one and only one

truth value (T or F) to each closed wif in QL in such a way:

1. if Paj...ay is an atomic wif in RL, then vp(Pay...ap) =T
iff (J(a1),..., I (an)) € F(P), otherwise vp(Pay ...ap) = F
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2. (

3. vpm(pAY) =T iff vy(d) =T and vy () =T

4. vm(oVy) =T iff vm(¢) =T or vm(¢y) =T

5 um(p = ¥) =T iff um(¢) = Forvm(y) =T

6. vm(p < ¥) =T iff vm(9) = vm ().

7. opm(3z)p =T iff vpmep(a/z) =T for at least one name a in QL.
8. vm(

- )
opm(Ve)p =T iff vpme(a/z) =T for every name « in QL.

Let’s consider each clause of the valuation function in turn. First, clause
(1) states that the truth value of wifs of the form P(«a; ...a,) are deter-
mined by whether the n-tuple (#(ay), ..., % (ay)) is in the set of n-tuples
assigned to P by the interpretation function. To illustrate, let’s consider
the following model:

D ={1,2,3,4}

F(a)=1,7()=2,7(c) =3,7(d) =4,
J(E) ={2,4}, 7(0) ={1,3},

J(G) =1{(2,1),(3,1),(3,2),(4,1),(4,2), (4,3)}

Intuitively, we can think of this model as talking about four numbers (1,
2, 3, 4), the n-place predicate “is even” (E), the n-place predicate “is odd”
(O), and the n-place predicate “is greater than” (G). As we can see, the
interpretation function assigns the set of even numbers to the predicate
“is even” (E), the set of odd numbers to the predicate “is odd” (O), and it
assigns the set of pairs of numbers where the first number is greater than
the second to the predicate “is greater than” (G).

With this model in place, let’s consider whether the wif Fa is true or
false. According to clause (1) of the valuation rule, v(Fa) = T if and
only if #(a) € F(E), viz., the value given by the interpretation of a
is in the value given by the interpretation of E. Since, .#(a) = 1 and
S (E) = {2,4}, we only need to check whether 1 € {2,4}. However,
since 1 ¢ {2,4}, it follows that v(Ea) = F. In contrast, consider the wif
Eb. According to clause (1) of the valuation rule, v(Eb) = T if and only
if #(b) € F(E). Since, #(b) = 2 and ¥ (F) = {2,4}, it follows that
v(Eb) =T.

Let’s consider one more example. Take the wif Gab. According to clause
(1) of the valuation rule, v(Gab) = T if and only if (#(a), # (b)) € Z(G).
That is, the pair consisting of the interpretation of "a" and the interpreta-
tion of "b" are in the interpretation of "G". Since, .#(a) =1, Z(b) = 2, we
only need to check whether the pair (1,2) is in #(G). Notice that while
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(2,1) is in (@), it is not the case that (1,2) is in #(G). Another way
of putting this is if we think of G as expressing "greater than" and Gab
as expressing "a is greater than b", notice that the item from the domain
that "a" picks out (1) is not greater than the item from the domain that
"b" picks out (2). Therefore, it follows that v(Gab) = F.

Clauses (2)-(6) are the same as the clauses in the valuation function for
PL. That is, the truth values for negated wifs, conjunctions, disjunctions,
conditionals, and biconditionals are determined the same way as in PL.
However, clauses (7) and (8) are new. Let’s begin with clause (7), which
defines how to determine the truth value of existentially quantified wifs.
Clause (7) states that the truth value of a wif of the form (3z)¢ is true
if and only if the truth value of ¢(a/z) is true for at least one name « in
QL. To illustrate, let’s consider an example using the model we used for
clause (1), but we will make two small additions:

D ={1,2,3,4}
F(a)=1,7() =2,7(c) =3,.7(d) = 4,

J(E) ={2,4}, 7(0) = {1,3},
H(G) ={(2,1),(3,1),(3,2), (4, 1), (4,2), (4,3)},
S (L) =2,

J(N)={1,2,3,4}

Notice that we have added two new predicate terms: L and N. The
interpretation of L is the empty set (symbolized by &). This signfies
that there are no items from the domain in the interpretation of L. The
second predicate term is IN, which is the set of all items in the domain.
Now consider the wif (3z)(Lx). According to clause (7) of the valuation
rule, v((Jz)Lx) = T if and only if v(L(a/x)) = T for at least one name
a in QL. That is, there is at least one name « that, were it used to
replace the variable x in Lx, would make the resulting wff true. However,
notice that for our model, there is no name « that would make L(a/x)
true. This is because the interpretation of L is the empty set. Therefore,
it follows that v((3x)Lx) = F. In contrast, consider the wif (3x)Oz.
According to clause (7) of the valuation rule, v((3z)Oz) = T if and only
if v(O(a/x)) = T for at least one name « in QL. That is, there is at
least one name « that, were it used to replace the variable x in Oz, would
make the resulting wif true. Notice that for our model, there is at least
one name « that would make O(a/z) true: v(Oa) = T and v(Oc) = T.
Therefore, it follows that v((Jz)Ox) =T.

Let’s consider one more example involving clause (7). Consider (3z)Gax.
According to clause (7) of the valuation rule, v((3z)Gaz) = T if and only
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if v(G(a/x)) = T for at least one name « in QL. That is, there is at least
one name « that, were it used to replace the variable x in Gaz, would
make the resulting wif true. Notice that for our model, there is no name
that we could use to replace x in Gax that would make the resulting wff
true. This is because the interpretation of G is the set of pairs of numbers
where the first number is greater than the second. Since .#(a) = 1, there
is no pair of numbers in the interpretation of G where the 1 is greater
than the second number. Therefore, (3z)Gax is false.

Let’s turn our attention to clause (8). This clause deals with universally
quantified wffs. Clause (8) states that the truth value of a wif of the form
(Vz)¢ is true if and only if the truth value of ¢(a/x) = T for every name
a in QL. To better understand this rule, let’s consider a few examples.
Consider our previous model (see above) and the wif (Vz) Nx. Using clause
(8), this wif is true provide x can be replaced by every name in Nx and
the resulting wif is true. Notice that for our model, this is the case. That
is, v(Na) = T, v(Nb) = T, v(Nc) = T, and v(Nd) = T. Therefore, it
follows that v((Vax)Nz) = T. In contrast, consider (Vy)Ey. Again, using
clause (8), this wif is true provide y can be replaced by every name in Ey
and the resulting wif is true. However, notice that for our model, this is
not the case. When replacing y with a, the resulting wif is false. That is,
v(Fa) = F since .#(a) ¢ #(FE). Since we have at least one replacement
where Ey is false, it follows that v((Vy)Ey) = F.

Let’s consider one final example. Consider (Vz)Gaz. According to clause
(8) of the valuation rule, v((Vx)Gbx) = T if and only if v(G(ba/x)) =T
for every name « in QL. That is, were we to replace the variable z with
any name « in our model, the resulting wif Gb(«/x) would be true. Let’s
run through each replacement to check whether each of the resulting wifs
are true. In the first case, we might replace x with a (that is, Gb(a/z)).
On this replacement, v(Gba) = T since (2,1) € #(G). In the second
case, we might replace = with b (that is, Gb(b/x)). On this replacement,
v(Gbb) = F since (2,2) ¢ #(G). At this point, we can stop since we have
found a replacement where the resulting wif is false. Therefore, it follows
that v((Vz)Gazx) = F.

FExercise 6.73

Let D = {a,b,c},#(a) = a,#(b) = b,I(c) = ¢, (Hz) =
{a,b,c}, I (Lxy) = {(a,a), (b,c)}. Determine whether the follow-
ing wifs are T or F relative to this model.
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Ha

(3x)Hzx

(Vx)Hzx
—(Vo)Hz

(Ha NHb)NHe
Lab

—Laa

Lba

(3x)Lxx
(Va)Lxx

. (3z)Lzx Vv (3z)(3y) Lxy

PSP

—_
=)

6.3.4 Two simplifications

In the previous section, the valuation rules for QL were introduced. In
addition, we looked at some simple examples of how to use these rules
to determine the truth value of wiffs. In this section, we will look at two
simplifications that were made in the previous section.

The definition of our valuation rule involves two simplifications. First,
the domain of the valuation function is limited to closed RL-wffs. That
is, the valuation function takes as input a closed wff (a wif without any
free variables) and returns a truth value. This simplification leaves the
truth value of open RL-wifs (wffs with free variables, e.g. Px) undefined.
That is, our system of logic has a syntax that produces formulas that are
wifs but the semantic system does not state whether these wifs are true
or false. There is a solution to this problem, however, and it involves the
notion of a wvariable assignment function. This solution is considered in a
later chapter (see 77).

The second assumption that the valuation function makes is that it as-
sumes that there is an RL-name for every item in the domain of discourse.
This assumption allows for specifying the truth value of existentially and
universally quantified wffs in terms of non-quantified wifs involving names.
For example, va(Vz)p = T iff vpp(a/x) for every name « in RL. This
simplification may be taken to be problematic for what guarantee is there
that everything in the domain is named (even if we have an infinite number
of names)? To state this clearly, the problem with this assumption is that
even with an infinite number of names, there is no guarantee that each
item in the domain is named. And if this is the case, then v(Vz)Px =T
even though some unnamed item u; € D is not in the interpretation of P.
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6.3.5 Further examples of the valuation function

Let’s consider a few more examples of the valuation function. Consider
the following model (we used this model in an earlier example):

D= {1,2,3,4}
F(a)=1,2()=2,7(c) =3,7(d) =4,
J(E) ={2,4}, 7(0) ={1,3},

j(G) = {<271>7<371>7 3,2 7<47 1>)<472>7<473>}’
J(L) =2,

cf(]\f):{1,2,3,4}

Now consider the wif (Vz)(Ox — Nz). This wif is true provided for
every name «, the wif O(a/x) — N(«a/x) is true. Let’s consider each
replacement in turn.

1. Replace = with a. The result is: Oa — Na. On this replacement,
v(Oa) = T and v(Na) = T since a is in O and N, respectively.
Since both sides of the conditional are true: v(Oa — Na) =T.

2. Replace x with b. The result is: Ob — Nb. On this replacement,
v(Ob) = F since . (b) ¢ .#(0). Since the leftside of the conditional
is false, it follows that v(Ob — Nb) =T.

3. Replace x with ¢. The result is: Oc — Nc¢. On this replacement,
v(Oc) = T since F(c) € Z(0). In addition, v(Nc) = T since
S(c) € F(N). Since both sides of the conditional are true, it
follows that v(Oc — N¢) =T.

4. Replace ¢ with d. The result is: Od — Nd. On this replacement,
v(0Od) = F since .Z(d) ¢ #(0). Since the leftside of the conditional
is false, it follows that v(Od — Nd) =T.

Notice that for every name «, the wif O(a/z) — N(a/z) is true. There-
fore, v((Vz)(Ox — Nz)) =T.

Let’s consider a similar wif. This wff is (Vz)(Nz — Ox). We can deter-
mine whether this wif is true or false in the same way as above. Let’s
consider each replacement in turn.

1. Replace z with a. On this replacement, v(Na) = T since .#(a) €
J(N). Simlarly, v(Oa) = T. Since the antecedent is true and the
consequent is true, it follows that v(Na — Oa) = F.

2. Replace x with b. On this replacement, v(Nb) = T since .#(b) €
4 (N). However, v(Ob) = F. Since the antecedent is true and the
consequent is false, it follows that v(Nb — Ob) = F.
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It is not necessary to consider the final two replacements since we have
found a replacement where the wif N(a/xz) — O(a/x) is false. Therefore,
v((Vz)(Nz — Ox)) = F.

Let’s consider two additional examples, both involving existentially quan-
tified wifs. First, consider (3x)(Oxz A Nz). This wff is true provided
there is at least one name « such that the wif O(a/x) A N(a/x) is true.
Let’s consider each replacement of variables with names until we find a
replacement where the wif is true.

1. Replace z with a. On this replacement, v(Oa) = T since #(a) €
Z(0). In addition, v(Na) = T since #(a) € #(N). Since both
conjunctions are true, it follows that v(Oa A Na) =T.

It is not necessary to consider the remaining three replacements since
we have found a replacement where the wif O(a/z) A N(a/z) is true.
Therefore, v((3z)(Ox A Nx)) =T.

Let’s consider one more example. Consider (3z)(Ez A Ox). In exam-
ining this wif, notice that both (3z)FEz and (3x)Ox are true. However,
(3z)(Ex A Ox) is false. This is because there is no name « such that
E(a/z) N O(a/x) is true. To see this, let’s consider each replacement in
turn.

1. Replace = with a. On this replacement, v(Ea) = F since . (a) &
J(E). Since v(Fa) = F, it follows that v(Fa A Oa) = F.

2. Replace x with b. On this replacement, v(Eb) = T since .#(b) €
J(E). However, v(Ob) = F. Since it is not the case that both
conjuncts are true, v(Eb A Ob) = F.

3. Replace x with ¢. On this replacement, v(Ec) = F since Z(c) ¢
J(E). Since v(Ec) = F, it follows that v(Ec A Oc) = F.

4. Replace x with d. On this replacement, v(Ed) = F since .#(d) ¢
J(E). Since v(Ed) = F, it follows that v(Ed A Od) = F.

Since there is no name « such that E(a/x) A O(a/z) is true, it follows
that v((3z)(Ez A Ox)) = F.

Ezercise 6.74

Let D = {1,2,3}. Y(a) = 1,9(0b) = 2,9() = 3.
S (Bx) = {2}, 7(0z) = {1,3}, 7 (Nz) = {1,2,3}, S (Gry) =
{(2,1),(3,1), (3,2)} Determine whether the following wifs are T or
F.

1. (Vz)(Ex — Nz)
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6.4 QL TRANSLATION

In this section, let’s consider how to translate English sentences into quan-
tified formula in QL and vice versa. The first step to any translation is
to construct a translation key. The translation key has three parts:

1. a domain of discourse,

2. an assignment of English names to QL names.

3. an assignment of English predicates and relations to QL n-place
predicates.

In short, the translation key specifies the objects that we are talking about,
the names that we use to refer to these objects, and the properties and
relations that these objects have. Here is an example of a translation key:

e D : Living human beings
e a: Annie

e j: Jon

e f: Frank

e Txy: x is taller than y.

o Hx : x is happy.

Using the above translation key various English sentences can be trans-
lated into QL and closed wifs in QL can be translated into English sen-
tences. Let’s consider how this is done in four subsections. In the first
subsection, we will consider how to translate QL wifs that do not contain
quantifiers. In the second subsection, we will consider how to translate
QL wifs that contain a single quantifier. In the third subsection, we will
consider how to translate QL wffs that involve overlapping quantifiers.
Finally, we will consider some more complex examples of translation.
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6.4.1 Translating wffs without quantifiers

Let’s consider several QL wifs that do not contain quantifiers and how to
translate them into English. Consider the following wffs:

Ha

Taj
Tjf
Tfj
Tjj

U N

In order to translate these wifs into QL, we need a translation key. Let’s
make use of the translation key introduced in the prior section. Next,
let’s take the first wif and consider what would happen if (1) write out
the English predicate that corresponds to the predicate term in the wiff
and then (2) replace any QL-names with English-names

1. Ha
la. xis happy
1b.  Anne is happy

Notice that in the above example, we have the wif Ha. We start by writing
out the English predicate that corresponds to the one-place predicate Hzx.
This is "x is happy." The wff that we are translating, however, is not Hx
but Ha. So, let’s replace the QL-name a with the English name "Anne".
Therefore, the wif Ha translates into the English sentence "Anne is happy."
Let’s consider the second wif T'aj.

2. Taj

2a. x is taller than y

2b. Annie is taller than y
2c.  Annie is taller than Jon

Again, notice that in the above example, we have the wif Taj. We start
by writing out the English predicate that corresponds to the two-place
predicate T'xy. This is "x is taller than y." Next, we replace the QL-
names ¢ and j with the English names "Annie" and "Jon". Therefore, the
wif T'aj translates into the English sentence "Annie is taller than Jon."

Finally, consider the next two examples.

3. Tjf: Jon is taller than Frank:
4. T fj: Frank is taller than Jon:

With respect to (3) and (4) notice that the order of the names in the wif
matters. That is, T'j f is not the same as T fj. If Txy is "x is taller than
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y", then T'j f is "Jon is taller than Frank" and T'fj is "Frank is taller than
Jon".

Let’s consider (5) T'jj. If we take the predicate "x is taller than y", and
replace the first  with j (Jon) and the second x with j (Jon), then the
resulting English sentence is "Jon is taller than Jon".

Finally, our approach to considering how to translate a QL wif into En-
glish has been mostly syntactic. That is, we have been considering the
structure of the wif and how to translate the structure into English. How-
ever, another approach is to consider the truth conditions of the wif and
then to find a corresponding English sentence that has the same truth
conditions. This is the semantic approach to translation. For example,
consider Ha. This wif is true if and only if the interpretation of a is in
the interpretation of H. That is, v(Ha) = T iff #(a) € .#(H). Using our
translation key, a can be translated as "Annie" and H can be translated
as "is happy". An appropriate English sentence that has the same truth
conditions as Ha is "Anne is happy". This is because the English sentence
"Anne is happy" is true if and only if our interpretation of "Annie" (its
referent) is in the set of living human beings that are happy.

Let’s consider one more example using the semantic approach to trans-
lation. Recall (3) and (4) from above. In the case of (3), the wif T'jf is
true if and only if the pair consisting of the interpretation of j and the
intepretation of f is in the interpretation of T'. That is, v(Tjf) = T iff
(F(9),7(f)) € Z(T). So, an English sentence that is true under the
same conditions would be one where the referent of "Jon" is taller than
the referent of "Frank". What English sentence is true just in the case
where Jon is taller than Frank? Quite obviously, it is the sentence "Jon is
taller than Frank". So, we can translate T'j f as "Jon is taller than Frank."

In contrast to T'jf, there is the wif T'fj. Note that unlike the previous
wit, v(T'fj) = T iff (Z(f),7(j)) € F(T). That is, this wif is true if
the pair consisting of Frank and Jon are in the taller than interpretation.
With this and our translation key in mind, we can translate T'fj as "Frank
is taller than Jon".

It is worth pointing out that while the syntactic approach to translation
is more straightforward, the semantic approach is more precise. As we
will see later, the grammatical structure of a sentence can be misleading.
In addition, when attempting to translate from one language to another,
the primary is typically to capture what the sentence says (its meaning)
rather than how it is said (its syntax).
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FEzercise 6.75

Translate the following wifs into English sentences using the trans-
lation key provided here: D : Living human beings, a: Ann, b:
Bob, ¢: Chris, Sx: x is sad, Hx: x is happy, Fxy: x is friends with
y.

Sa

-Sa

SbASc

Fab

- Fba

Fab N —Fbc

(Ha AN Hb) — Fab

NP>

6.4.2 Translating wffs with a single quantifier

In this subsection, we consider how to translate QL wifs that contain a
single quantifier (either the universal or existential quantifier) into En-
glish. Let’s begin with QL wiffs where the main operator is the universal
quantifier.

6.4.2.1 Translating with the Universal Quantifier
First, let’s make use of the following translation key:

e D : human beings (living or dead)
e Hx: x is happy

e 7x: x is a zombie

e Mx: x is mortal

e Rx: x is murderer

e Wx: x is wrong

Next, let’s consider the following predicate wifs:

Ot = W N =
~ S S
<C
8
S N N
N
&
&
N~—

Let’s start by considering a syntactic approach to translating universally
quantified wifs. On this approach, translate QL-predicate terms in the
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usual way and replace the universal quantifier followed by the variable x
with "For every x". Thus, we can translate (Vz)Hzx as follows:

1. (Vz)Hz
2. (Vz), x is happy.
3. For every x, x is happy.

Once we have this pseudo-English sentence, we can then translate it into
something more colloquial. For example, we can translate "For every x,
x is happy" as "Everyone is happy" or "All people (living or dead) are

happy."

The above approach is syntactic. We first create a pseudo-English sen-
tence by reading the QL-wff in a particular way. Whenever we encounter
a universal quantifier (Vz) we read it as "for every x" and whenever we en-
counter a predicate term Pz we read it as "x is P". The resulting sentence
is sometimes called a "bridge translation'. The next step in the process
is to translate the pseudo-English sentence into a more natural English
sentence. On this step, we need to make use of the translation key. We
replace the QL-names with English names and the QL-predicates with
English predicates.

Before considering additional examples, let’s consider how to translate
(1) from a semantic perspective. First, consider the truth conditions for
universally quantified wffs in general. A wiff (Vz)¢ is true if and only
if ¢p(a/x) is true for every replacement of z with a name a. Now let’s
consider these truth conditions with respect to wif (1). The wit (Va)Hz
is true if and only if Ha, Hb, Hc and so on are true. Using our translation
key, we can say that (V) Hzx is true if and only if Al is happy, Bob is happy,
Chris is happy, and so on. Rather than specifying the truth conditions for
(Va)Hx by specifying all of its possible substitutions, we can more simply
say that (Vz)Hzx is true if and only if "Everyone is happy".

Let’s consider some additional examples involving universally quantified
wifs. Consider (2), the wif (Vz)(Hxz A Zz). We can translate this wif using
a bridge translation as "For every x, x is happy and x is a zombie." From
here, we can translate this into a more natural English sentence. Using
our translation key, (2) says that "everyone is a happy zombie".

Consider (3), the wif (Va)(Zx — Hz). We can translate this wif using a
bridge translation as "For every x, if x is a zombie, then x is happy." From
here, we can translate this into a more natural English sentence. Some
people, however, find it difficult to determine what a natural translation
of this sentence should be. In fact, some individuals translate (3) in a
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way similar to (2). Namely, they contend that the correct translation is
"everyone is a happy zombie." However, this is not the correct translation.
The correct translation is "every zombie is happy". There are at least two
ways to see this more clearly.

The first way to see this is to consider the truth conditions for the wiff
(Vz)(Zx — Hz). If (Vx)(Zx — Hzx) is true, then Za — Ha,Zb —
Hb, Zc — Hc and so on are true. These conditionals are not saying that
a or b or ¢ or any named item in the domain is a zombie. Instead, they
are saying that (1) if a is a zombie, then a is happy, (2) if b is a zombie,
then b is happy, and so on.

A second approach to seeing why this wff should be translated in this way
is to consider an expanded version of the bridge translation of (3). The
bridge translation of (3) is "For every x, if x is a zombie, then x is happy."
However, we might expand upon the bridge translation as follows:

Choose any object you please in the domain of discourse, if
that object is a zombie, then it will be also be happy.

With (3) expanded in this way, it becomes clearer that the correct sentence
is not that everyone is a happy zombie, but instead that every zombie is

happy.

Next, consider (4). This is the wif (Vz)(Zx — —Hx). We can translate
this wif using a bridge translation as "For every x, if x is a zombie, then
x is not happy." Again, it is not entirely clear what the natural English
translation of this wff should be. Some individuals incorrectly translate
this wff as "everyone is an unhappy zombie." Our approach to resolving
this uncertainty can be similar to the approach we took with (3): consid-
ering the truth conditions or expanding on the bridge translation. Since
the wiff is true if and only if Za — —-Ha,Zb — ~Hb, Zc — —Hc and so
on are true, the wif is true provided there are no cases where a named
object is a zombie and happy. We thus can translate (4) as "no zombie
is happy". An expanded bridge translation of (4) would be "Choose any
object you please in the domain of discourse consisting of human beings
(living or dead), if that object is a zombie, then it will not be happy."

Finally, consider (5). This is the wif =(Vz)(Zz — Hz). Notice that in
this example, the main operator is not the universal quantifier. Instead,
the main operator is negation. One way to translate this wif is to first
translate the wif (Va)(Zx — Hx). This wif is translated as "every zombie
is happy". Next, we can translate the negation in this wff by prefixing the
entire sentence with "It is not the case that". Thus, (5) can be translated
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as "It is not the case that every zombie is happy" or "Not every zombie is
happy."

FExercise 6.76

Translate the following wifs into English sentences using the trans-
lation key provided here: D: human beings, Fx: x is friendly, Gx:
x is a ghost, Hx: x is happy, Lxy: x loves y.
1. (Vz)Fz
(Vz)(Fz — Gx)
(Vx)(Gx — Fx)
(Vz)(Gx — —Fx)
-(Vz)(Gx — Fz)
(Vz)(Fz A Gx)
(Vz)(Fz V Gx)

URC SR O

6.4.2.2 Translating with the Existential Quantifier

In the previous section, we considered how to translate QL wifs that
contain a single quantifier where the main operator was the universal
quantifier. In this section, we will consider how to translate QL wifs
that contain a single quantifier where the main operator is the existential
quantifier. We will use the translation key from the earlier section and
consider the following wffs:

. (3x)Hzx
. (Fx)Zx
. () Zx
x)(Zx N Hz)
dx)Zx A (3x)Hzx

QU i W N+~

- (
-
Similar to our approach to universally quantified wffs, we can approach
translation involving existentially quantified wifs from a syntactic point of
view. Our approach then is to ranslate QL-predicate terms in the usual
way and to replace the existential quantifier followed by the variable x
with "There is at least one x such that" or "For some x,". Thus, we can
translate (3x)Hz as "There is at least one x such that x is happy" or
"For some x, x is happy"'. Once we have this pseudo-English sentence, we
can then translate it into something more natural. For example, we can
translate this sentence into any of the following expressions:

la. At least one person is happy.
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1b. There is at least one person that is happy.
lc. Someone is happy.

1d. There is at least one happy person.

le. A happy person exists

In addition, we can also approach the translation of (1) semantically. The
wif (3z)Hzx is true if and only if there is at least one wiff H(a/z) is true.
That is, v(Ha) = T or v(Hb) = T or v(He¢) = T and so on. Using our
translation key, we can say that (3x)Hx is true if and only if Al is happy,
Bob is happy, Chris is happy, and so on. Rather than specifying the truth
conditions for (3x)Hz by specifying all of its possible substitutions, we
can more simply say that (3z)Hzx is true if and only if "Someone is happy".

Next, let’s consider (2). Again, we can use a bridge translation, "For some
X, X is not a zombie." This is saying that there exists some item in the
domain of discourse that is not a zombie. More naturally, this can be
expressed as "Someone is not a zombie" or "There is at least one person
that is not a zombie".

In the case of (3), note that negation has wide scope. Our approach to
translating this wff then is to first translate the existentially quantified wff
and then to prefix it with "It is not the case that". Thus, we can translate
—(3x)Zx as "It is not the case that someone is a zombie." Notice that (2)
and (3) say something distinct. (2) says that something exists that is not
a zombie, while all (3) says is that zombies do not exist.

Finally, let’s consider (4) and (5) together. The bridge translations for
(4) and (5) are as follows:

4B. For some x, x is a zombie and x is happy.
5B. For some x, x is a zombie, and for some x, x is happy.

Notice that these two propositions do not say the same thing. (4) asserts
that there is something that is both a zombie and happy, while (5) asserts
that there is a zombie and there is someone who is happy.

FExercise 6.77

Let the domain D be people and Pz: x is poor; Lx: x is lazy; Rax:
x is rich. Translate the following into QL and English.
1. (Vz)Pz
2. (Vz)(Pz — Lx)
3. (Vz)Px A (Vz)Lx
4. (Vz)(Px A Lx)
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10.
11. =(3z)(Px A Rx)
12. (3z)—~(Px A Rx)

P N e

e e e e N
L1
8

— —

6.4.3 Translating Wifs with Overlapping Quantifiers

When dealing with wifs with quantifiers whose scope overlaps, does the
order of the quantifiers matter? Consider the following eight wifs (let Lay
express the two-place English expression “x loves y”). Let the domain
consists of living human beings.

Va)(Vy)Lzy
Yy)(Vx)Lxy
Jz)(Jy)Lxy
Jy)(3z) Ly
z)(Jy) Ly
)(Vz)
)(3z)
)(Vy)

]

3
3
3

<

Jy)(Vx)Lay
Vy)(3z)Lxy
Jx)(Vy)Lay

XN ool W
e e s e e e N

While some of these wifs entail others, only the first two pairs of wifs
are equivalent. That is, (Va)(Vy)Lxy is equivalent to (Vy)(Va)Lxy and
(3z)(Jy) Lay is equivalent to (Jy)(3x)Lzxy.

(1) and (2) express the proposition that “everyone loves everyone”. In
this scenario, every item in the domain of discourse loves every item in
the domain of discourse.

(3) and (4) express the proposition that “someone loves someone”. In this
scenario, at least one item in the discourse loves at least one other. In
both cases, the order of the quantifiers does not impact the truth or falsity
of the wif.

(5)-(8) express different propositions. Let’s characterize each in terms of
a scenario. (5) is what I will call the “crush” scenario. (Vx)(3y)Lzy states
that for every individual z, there is an individual y such that x loves y.
Here is another way of putting it.
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Take any person you please from the domain of discourse (let’s
call them x), once you have that person, then there is at least
one person y that x loves.

What our sentence is committed to is everyone loves at least one person.
This is why I call it the “crush” scenario since it implies that everyone
has a crush on someone (some person that they love). In short, the wff
says (most compactly) that everyone loves someone.

Two additional clarifications. First, (5) should not be translated as "ev-
eryone is loved by someone". The truth of (5) does not require that for
each individual in the domain is loved. For example, suppose that there
is one person that everyone loves, let’s call them y. If that were the case,
then it would be true that "everyone loves someone" since y would be that
someone. However, it would not be true that "each person is loved by
someone" since there would be many people who are unloved. Second,
(5) also does not say that there is some single person who is loved by
all. Consider the scenario where there are two people Tek and Liz and
where all people love Tek and no one else or Liz and no one else. In such
a scenario, "everyone loves someone" would be true but it would be false
that "someone is loved by everyone."

(6) is what I will call the "Santa Claus scenario". (Jy)(Vx)Lzy states that
there is at least one person y such that for every z, x loves y. In other
words, there exists someone that everyone loves. In short, "someone is
loved by everyone." I call this scenario the "Santa Claus" scenario since he
is someone that everyone loves. Here is another way of putting it.

Go through the entire domain of discourse and you will eventu-
ally find a person y. Now that person y bears a special relation
to all people in the domain of discourse, including themselves.
To see this relation more clearly, go through the entire domain
again and select any person you please (let’s call them x). You
will find that z loves y.

Wit (6) is similar to (5) in that it implies that everyone loves at least
one person. However, they are importantly differnet. In (5), every single
person loves at least one person, but the loved person can differ from
person to person. For example, in a scenario consisting of Jane, John,
and Sally, (5) would be true if Jane loves John and John loves Jane and
Sally loves herself. In contrast, (6) is true just in the case that there is at
least one person loved by everyone, e.g. John loves Jane, Sally loves Jane,
and Jane loves Jane.
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(7) is what I will call the "Secret Admirer scenario". (Vy)(3z)Lzy says
that "for every y, there exists an x, such that x loves y". In short "everyone
is loved by someone". This wif is true provided there is one person who
loves you. Here is another way of putting it.

Take any person you please from the domain of discourse (let’s
call them y), once you have that person, then go through the
domain again and you eventually find one person z (the Secret
Admirer) that loves y.

So, if we consider a small domain consisting of Jane, John, and Sally, (7)
is true in the case that, beginning with Jane, we can find at least one other
person who loves Jane (e.g. John, but it could be anyone) and one person
who loves John and one person who loves Sally. Note that the person
doing the loving need not be the same person in each case, nor is it the
case that everyone loves someone. (7) differs from (5) in that it doesn’t
imply that everyone loves at least one other person. (7), in contrast, is be
true if John loves Sally and Jane and himself (he would secretly admire
several people), but neither Sally nor Jane love anyone. (7) also differs
from (6) in that it doesn’t imply that there is some person who is secretly
admired by all.

(8) is what I will call the “Loving God scenario”. We can read this wff as
saying "there exists an x such that for every y, x loves y." More naturally,
it can be translated as "someone loves everyone'. Here is another way of
putting it.

Look through your domain and you will find a person x. Now
go through the domain again and x will be in a relation to
any person y you might select. Namely, that z will love any
person y you select.

I call the scenario that represents (8) the "Loving God Scenario" since a
Loving God would love every single person. A few clarifications. First,
in contrast to (5), (8) does not imply that everyone loves at least one
other person. Suppose God loves everyone but most of the people God
loves do not love anyone. In that scenario (8) is true but (5) is false. In
contrast to (6), (8) does not imply that there is at least one person loved
by everyone. God may love everyone but there may be no person who is
loved by all (including God). Finally, while (8) implies (7)—for if someone
loves everyone, then everyone is loved by at least one person—(7) does not
imply (8). This is because (7) can be true in a case where (8) is not,
namely in the case where everyone is loved by someone, but everyone is
not loved by a single person.
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Vx)(Vy)Lxy. Everyone loves everyone.
Vy)(Vx)Lxy. Everyone loves everyone.
y)Lxy. Someone loves someone.
x)Lxy. Someone loves someone.
y)Lxy. Everyone loves someone.
y)(Vx) Lxy. Someone is loved by everyone.
y)(3z)Lxy. Everyone is loved by someone.
x)(Vy)Lxy. Someone loves everyone.

S IR S
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FEzercise 6.78

Using the following symbolization key, translate the following pred-
icate logic expressions into English: D: living humans, Hxy: x hates
y, s: Sally, b: Bob, Lxy: x loves y

(Vx)Lzb

dx)Hzxs

Va)(Lzb — —~Huxs)

dz)(Lxb A Hzxs)

(3z)(Lbs N Hbx)] — Lbs

Va)Lxx A (Jy)Hyb

dz)Lxx N (Yy)Hyy

(3x)Lab A (Fz)Lxs] A [(3x)—~Lxb A (3x)—-Lxs]

Jx)Lab A (3z)Lbx

(3z)(—~Hzs) A (3z)(Lxs)] A (Vx)Lxb
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6.4.4 Quantificational ambiguities

One benefit of learning a logical language is its use for identifying and re-
solving ambiguities in natural language. In contrast to natural language,
the language of predicate logic does not contain any ambiguity. Names
refer to exactly one item in the domain, each n-place predicate picks out
a set of n-tuples in the domain, operators have a fixed meaning, and the
scope of the various operators is precise. In contrast, natural language
is rife with ambiguity. In some cases, the existence of ambiguity influ-
ences our evaluation of an argument. For example, consider the following
argument:

P1. All stars are in outer space.
P2. Socrates is a star.
C. Therefore, Socrates is in outer space.

In the above example, the word "star" is ambiguous. It has two distinct
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meanings. A "star" can refer to a celestial body that produces light and
heat, or it can refer to a celebrity. Noting this ambiguity, consider three
different ways in which the argument can be evaluated.

First, we take "star" to have the same meaning in both premises. For the
sake of the example, let’s suppose it means "a celestial body that produces
light and heat". If this is the case, then the argument is valid. However,
notice that the validity of the argument comes at a cost. If "star” means "a
celestial body that produces light and heat", then P2 is false. Socrates is
not a star in this sense (he is a philosophical celebrity). So, the argument
is valid but unsound.

Second, we take "star" to have different senses in the two premises. In P1,
"star" refers to a class of celestial bodies that produce light and heat. In
P2, "star" refers to a celebrity. If this is the case, then the premises of the
argument are true, but the argument is invalid. This way of evaluating
the argument is certainly the most natural and reasonable.

Third, when evaluating the argument for validity, we take "star" to have
the same meaning in both premises and so the argument is valid. How-
ever, when we evaluate the truth of the premises, we take the different
instances of "star" to have different meanings (in P1 "celestial body", in P2
"celebrity"). If this is the case, then the argument has true premises. The
argument then is said to be sound (valid and true premises), although
this comes at the cost of an inconsistency since we are saying the two
occurrences of "star" have different meanings but also the same meaning.

1. Approach 1: Argument is valid but at least one premise is false.

2. Approach 2: Argument is invalid but has true premises.

3. Approach 3: Argument is sound (valid and true premises), but one
has to accept an inconsistency.

It is clear then that the existence of ambiguity in natural language can
have an impact on the evaluation of arguments. Insofar as one of the
above approaches is more plausible than the others, it is important to be
able to identify and resolve ambiguities in natural language.

What sort of ambiguities exist in natural language that can be revealed

using predicate logic? Let’s consider a type of ambiguity that we will call
a "quantificational ambiguity".
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Quantificational presence
ambiguities

Definition 6.4.1

A quantificational ambiguity is an ambiguity that arises when a
sentence is ambiguous about the presence or scope of a quantifier.

There are at least two types of quantificational ambiguities: quantifica-
tional presence ambiguities and quantificational scope ambiguities. The
first type involves a sentence where the sentence suggests the presence of
a quantifier, but it is ambiguous as to which quantifier is present. The
second type involves a sentence where the sentence is ambiguous as to the
scope of a quantifier.

Let’s begin with quantificational presence ambiguities. One simple exam-
ple involves the following sentence:

Birds fly.

How should we translate this sentence into predicate logic? There appear
to be two different possibilities. The first possibility is that "Birds fly"
means "All birds fly" and so we would translate the sentence using the
universal quantifier as follows: (Vz)(Bx — Fx). The second possibility
is that "Birds fly" means "Some birds fly" and so we would translate the
sentence using the existential quantifer as follows: (3x)(Bx A Fx).

Birds fly

i~ ~
All birds fly Some birds fly
(Vz)(Bx — Fx) (3z)(Bz A Fz)

Our attempt to translate "Birds fly" into predicate logic reveals that the
sentence is not explicit about which quantifier is present. Since both in-
terpretations of the sentence are possible and these intepretations are not
equivalent, an ambiguity is present. As mentioned, this type of ambi-
guity may impact how arguments are evaluated. Consider the following
argument:

P1: Birds fly.
C: Therefore, penguins fly.

If "birds fly" expresses "all birds fly", then the above argument is valid but
unsound. P1 would be false since penguins are birds, but do not fly. In
contrast, if "birds fly" expresses "some birds fly", then while P1 is true, the
argument is invalid. Finally, someone might contend that the argument
is sound (valid and has true premises), but they would do so at the cost
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of inconsistency: they would be saying that "birds fly" expresses "all birds
fly" and "some birds fly".

Our previous example involving birds is straightforward and few people
fail to recognize that there is something fishy about the sentence itself. In
what follows, let’s consider a similar, but real-life example of a quantifi-
cationally ambiguous sentence. Consider the following sentence:

The truth of the matter is that pretty much anywhere in the
world men tend to think that they are much smarter than
women.[qtd in 9]

Similar to the previous example, the sentence "men think that they are
smarter than women" is quantificationally ambiguous. First, it is inde-
terminate about how many man think they are smarter than women (all,
some, most, etc.). We might try to resolve this ambiguity by prefixing a
different quantificational expression ("all" or "some") to each sentence.

1. All men think that they are smarter than women.
2. Some men think that they are smarter than women.

In prefixing a quantifier to "men think they are smarter than women", we
have made explicit the ambiguity concerning the presence of a quantifier.
The sentence itself does not contain any quantificational expression, but
the interpretation of the sentence requires the addition of some quantifi-
cational expression. However, note that even after we have made explicit
the ambiguity concerning the presence of a quantifier, there still remains
another quantificational ambiguity. That is, not only is there an ambi-
guity concerning how many men think a certain way, but there is also
ambiguity concerning what they think. To keep things somewhat sim-
ple, let’s suppose that the author is attempting to characterize what all
rather than some or most men think. We can then ask, what is it that
each man thinks? Each man thinks "men are smarter than women". This
sentence however has two quantificational presence ambiguities since "men
are smarter than women" can mean any of the following:

1. All men are smarter than all women.

2. All men are smarter than some women.
3. Some men are smarter than all women.
4. Some men are smarter than some women.

Each of these sentences has a corresponding translation in QL and each
of these translations is distinct.

1. (Vx)(Mx — (Vy)(Wy — Szy))
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Quantificational
ambiguity

scope

2. Vz)(Mz — (3y)(Wy A Szy))
3. (Fz)(Mz A (Vy)(Wy — Szy))
4. (Fz)(Mz A (Jy)(Wy A Szy))

Making the quantificational ambiguity that is present in this sentence
explicit is helpful for evaluating arguments containing this sentence. Con-
sider the following argument:

e P1: Men think that they are smarter than women.
e (C: Men are chauvinistic.

Depending on how P1 and P2 are interpreted in the above argument
influences how the argument is evaluated. For example, let’s consider just
two different interpretations of P1 and P2, noting how it impacts the truth
of the premises and the argument’s validity:

1. If P1 is read as "all men think that all men are smarter than all
women" and C is read as "all men are chauvinistic', then the argu-
ment is valid but unsound due to the falsity of P1.

2. If P1 is "some men think they are smarter than some women" and
C is read as "all men are chauvinistic', then P1 is true but the
argument is invalid.

The first type of quantificational ambiguity we considered involved sen-
tences that were ambiguous about the presence of a quantifier. The in-
terpretation of the sentence requires the addition of some quantificational
expression (e.g., "some", "all", "many") but the sentence itself does not
contain any such expression. The absence of the quantifier gives rise to
the ambiguity. Let’s now turn to a second type of quantificational ambi-
guity. This second type concerns sentences that are ambiguous about the
scope of a quantifier. Consider the following sentence:

Everyone loves someone.

This sentence is ambiguous between two readings. First, this can be
interpreted as saying that take any person you want, there is at least one
person (not necessarily the same person) that they love. So, imagine a
domain consisting of Jon, Tek, and Sal. On this reading, such a sentence
would be true if the following is true:

1. Jon loves someone (e.g., Jon)
2. Tek loves someone (e.g., Jon)
3. Sal loves someone (e.g., Tek)
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Notice that every single person loves at least one person from the domain.
However, notice that it is not the same person (although if they loved the
same person, this would also make that reading true).

On a second reading of "everyone loves someone', the reading is more
restrictive. On this reading, everyone is taken to love one and the same
person. That is, everyone loves the same person. Alternatively, we might
express this by saying there is someone that everyone loves. Such a reading
is translated as (3z)(Yy)Lyz.

Everyone loves someone.
— Bt
(Va)(Jy) Ly (3x)(Vy) Lyx

Every x loves some y There some x, every y loves

What we see then is that the sentence "everyone loves someone" is ambigu-
ous about the scope of the quantifiers. In the first reading, the universal
quantifier has wide scope. In the second reading, the existential quantifier
has wide scope.

Let’s consider another example of a quantificational scope ambiguity. Our
previous example involved a case where it was ambiguous whether the
universal or existential quantifier had wide scope. In this example, we
will consider a case where it is ambiguous whether the negation or the
universal quantifier has wide scope. To set up this type of ambiguity, let’s
consider the following sentence:

Every student passed.

The translation of this sentence into QL is straightforward. Let Sz ex-
press the English expression “x is a student” and let Pz express the En-
glish expression “x passed the exam” The sentence is then translated
as (Vx)(Sz — Px). With this translation in mind, let’s consider the
following sentence:

Every student did not pass.

This sentence is ambiguous between two readings. First, the sentence
can be read as "it is not the case that every student passed'. On this
reading, the sentence is translated as —(Vz)(Sx — Pz), the negation
operator having wide scope. Equivalently, this sentence says that "there
is a student who did not pass', translated as (3z)(Sx A =Pz). Second,
the sentence can be read as "no student passed". On this reading, the
sentence is translated as (Vz)(Sx — —Px). The negation operator having
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narrow scope. Equivalently, this sentence says that "there does not exist
a student that passed", translated as —(3x)(Sxz A = Px).

Every student did not pass.

— T
—(Vz)(Sx — Px) (Vx)(Sx — —Pzx)

(3z)(Sx A =Px) —(3x)(Sz A Px)

It is sometimes remarked that both of these readings are not suggested by
the sentence. That is, the sentence "every student did not pass" only refers
to one of these readings. To see how the sentence is capable of suggesting
both readings, consider the following two scenarios. First, suppose that
a group of students are standing around comparing their scores on their
logic exam. Tek begins, saying that he passed the exam with flying colors.
He says he received a 100%. Liz also says that she passed the exam. She
says that it actually was one of the easiest exam she has ever taken. With
a sad look on her face, the professor informs the students that while she’s
happy they did so well, it would be a good idea not to be too vocal about
their scores since "every student did not pass the exam." On this reading,
the sentence "every student did not pass the exam" means "it is not the
case that every student passed the exam": —(Vx)(Sz — Pzx).

Second, suppose again that a group of students are standing around com-
paring their scores on their logic exam. Tek begins, complaining that
this exam was really hard, noting he failed. Liz also says that she failed.
She says that the exam was actually one of the hardest exams she has
ever taken. With a sad look on her face, the professor apologizes to the
students. The professor says that the exam was indeed very difficult and
that "Every student did not pass the exam." On this reading, the sentence
means "no student passsed the exam.".

In this section, we considered how ambiguity can arise in natural lan-
guage sentences and impact how arguments are evaluated. In particular,
we considered two types of quantificational ambiguities: quantificational
presence ambiguities and quantificational scope ambiguities. The first
type involves a sentence where the sentence suggests the presence of a
quantifier, but it is ambiguous as to which quantifier is present. The sec-
ond type involves a sentence where the sentence is ambiguous as to the
scope of a quantifier.
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FEzercise 6.79

Identify the types of quantificational ambiguity present in the fol-
lowing sentences (involving presence or involving scope). What are
the two readings of the sentence? Translate each reading into QL.
Criminals are bad.

All criminals are not greedy.

Smokers are not bad.

All fetuses are not persons.

Athletes are not heroes.

Nl

279






DUMMY CHAPTER

This chapter is a placeholder for a chapter.
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QL DERIVATIONS

In a previous chapter, it was noted that there are two different ways
that we can understand what it means for a conclusion to follow from
a set of premises. The first way is semantically. A conclusion follows
from a set of premises semantically if and only if it is impossible for the
premises to be true and the conclusion false. Understood semantically,
we can check whether a conclusion follows from a set of premises using
a table or tree. The second way is syntactic. A conclusion follows from
a set of premises syntactically if and only if there is a derivation of the
conclusion from the premises. Understood syntactically, we can show that
a conclusion follows from a set of premises by providing a proof. While
we have previously elaborated on the concept of syntactic entailment, in
this chapter we redefine this notion for the language of predicate logic
(QL). In addition, we introduce a new set of rules of derivation for QL
that allow us to construct proofs in the language.

8.1 QL DERIVATION TERMINOLOGY

When discussing propositional logic proofs, we presented definitions for
the concepts of a deductive apparatus, a derivation, and a syntactic entail-
ment (consequence). These definitions remain the same for for QL with
one small change. The definitions only need to be modified to reflect that
the deductive apparatus for QL involves predicate logic wifs rather than
propositiona logic wifs. To illustrate, consider the definition of syntactic
consequence:

Definition 8.1.1: syntactic consequence of ¢ in RL

A formula ¢ is a syntactic consequence of a set I' of QL wifs if and
only if there is a derivation of ¢ from I'. To express that ¢ is a
syntactic consequence of I', we write I' gy, ¢ or I' = ¢ for short.

Notice that the above definition is substantially the same as the definition
of syntactic consequence for propositional logic. As mentioned, the only
difference is that the deductive apparatus for QL involves predicate logic
wifs rather than propositiona logic wifs.

What does, however, need substantial elaboration are the additional rules
of derivation that are needed for QL. In propositional logic, the deductive
apparatus is PD which consists of a set of introduction-elimination rules.
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VE

In addition, some derived and equivalence rules were added to make the
completion of proofs more natural and/or simpler. The deductive appara-
tus for predicate logic consists of all of the introduction-elimination rules
form propositional logic as well as five new rules.

8.2 QL FOUR QUANTIFIER RULES

Let’s refer to the deductive apparatus (or proofs sytem) for QL as RD.
This proof system will consist of PD~+ (the introduction-elimination rules
for PD along with several additional rules) and all of the introduction-
elimination quantifier rules articulated in this chapter.

As a reminder, recall that in an introduction-elimination system of proof,
there are two types of rules: introduction rules and elimination rules. An
introduction rule for a operator allows you to derive a wif that contains
that operator as its main operator. For example, in propositional logic,
the conjunction introduction rule (AI) allows for deriving a wff of the
form ¢ A1. An elimination rule for an operator allows you to derive a wiff
from a wff that contains that operator as its main operator. For example,
in propositional logic, the conjunction elimination rule (AFE) allows for
deriving a wff of the form ¢ from a wff of the form ¢ A .

In what follows, four introduction-elimination rules will be articulated:
universal introduction (VI), universal elimination (VE), existential intro-
duction (37), and existential elimination (3E). These rules will be used
to construct proofs in QL.

8.2.1 Universal Elimination

Let’s introduce the universal elimination rule by defining it, then illustrat-
ing it with a schematic example, and finally illustrating it with a minimal
working example (MWE).

Definition 8.2.1: Universal Elimination (VFE)

From any universally quantified wif (Va)o(xq,...x,), the wif
¢(ay...an/x1 ... 2y) can be derived.

(Vx)p(xy ... xn) F Plar...an/z1,. .. 20)

\.

Here is a schematic use of the rule:

1 Vep(ry...xzp) P
2 ¢(ar...an) VE 1
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Here is a MWE of the rule:
1 (Vx)Pzx P
2 Pa VE 1

The basic idea behind VE is that if you have a universally quantified wiff
(Vx)¢, you can move forward a step in the proof with a wif ¢(a/x) that
is the result of removing the universal quantifier and uniformly replacing
each of the variables that is bound by the universal quantifier with any
name of your choosing. So, for example, in the prior example, x in (Vz)Pz
was replaced with the name a to yield Pa. However, the name a could have
been replaced with any name of your choosing, e.g., b or ¢. To illustrate
this, consider the following example where VE is used three times to derive
Pa, Pb, and Pc.

1 (Vz)Pzx P

2 Pa VE 1
3 Pb VE 1
4 Pec VE 1

One important feature of VE is that when using it to replace more than
one instance of a bound variable, the replacement of the variables with
names must be done uniformly. For example, consider the following proof:

1 (Vz)Rxx P

2 Raa VE 1

3 Rbb VE 1
In the above example, line 1 contains two instances of the variable 2 bound
by the univesal quantifier. When VFE is used to derive a wff from line 1,
each instance of the variable must be replaced by the same name. In line

2, the two instances of x are replaced by two instances of a. Similarly, in
line 3, the two instances of x are replaced by two instaces of b.

To contrast this correct use of VE where instances of variables are replaced
uniformly, let’s consider an incorrect use of the rule where instances of
variables are not replaced uniformly:

1 (Vz)Rxx P

2 Rab VE 1, NO!
This use of VE is incorrect since the two instances of x are replaced by

two different names, a and b. That is, the replacement of variables with
names is not done uniformly.
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With our basic understanding of how to use VE in place. Let’s consider
some examples of how to use VE in a proof. First, let’s consider an
example of its use in an English argument and then that same argument
in the formal language of predicate logic.

pP1 Everyone is a person. P

p2 If Alfred is a person, then Bob is a zombie. P

IC Therefore, Alfred is a person from P1

¢ Therefore, Bob is a zombie from P2, IC, "if-elim"

Next, let’s translate the above argument into predicate logic:

1 (Vx)Pzx p

2 Pa— Zb P

3 Pa VE 1

4 Zb —FE 2,3

For our purposes, the key part of the above proof is line 3. In the above
example, since line 1 states that everyone is a person, the use of VE on
line 1 justifies the new proposition (or wff) that Alfred is a person on
line 3 (the IC). While we could have derived several other propositions
(wifs) using VE, e.g., "Bob is a person" or "Frank is a person', "Alfred is
a person' is derived since deriving this proposition (wff) allows the use of
line 2 and — E to obtain the conclusion that Bob is a zombie.

Recall that one key consideration involved when using VFE is that instances
of variables must be uniformly replaced with names. To see this more
clearly, consider an English argument where VE is used correctly and
incorrectly.

e P1: Everyone loves themselves.
e C1: Therefore, Tek loves Tek. Correct use of VE
e (C2: Therefore, Tek loves Jon. Incorrect use of VE

While C1 follows from P1 in the above argument, C2 does not. Just
because every individual x loves themselves x, it does not follow that
one person Tek loves another person Jon. Similarly, when using VFE,
the replacement of variables with names must be done uniformly. From
(Vx)Lxx, wifs like Laa, Lbb, Lee and so forth may be derived since the
variables are replaced uniformly (with the same name). The rule does not
permit deriving wifs such as Lab, Lba, Lac and so other (where the names
are different).
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Let’s consider another example involving VE. Consider the following en-
tailment: (Vz)(Pz — (Vy)(Qx — Wy)), Pb, Qb+ Wt.

1 (Vz)(Pr — (Vy)(Qz — Wy)) P

2 Pb P

3 Qb P

4 Pb— (Vy)(Qb— Wy) VE 1

5 (Yy)(Qb — Wy) —FE 24
6 Qb— Wt VE 5

7 Wt —FE 3,6

In the above example, the proof begins by using VE on line 1, uniformly
replacing each x with the name b. This is possible because the wif at line
1 has, as its main operator, the universally quantifier (Vz). As the proof
continues, notice that VE is not used on the conditional at line 4. This
is because VE can only be used on universally quantified wifs. However,
once the universally quantified wif (Vy)(Qb — Wy) is derived at line 5,
VE can be used on it to derive line 6.

One question that is commonly asked when using VFE is the following:
When using VE, I know that I can uniformly replace bound variables
with any name of my choosing. However, which name should I choose?
The choice of names is guided by two considerations. First, it is guided
by names already occurring in the proof. Second, it is guided by names
in the conclusion. Let’s consider an example involving both cases.

Let’s consider each one of these considerations. First, consider the entail-
ment (Vz)Pz, Pc — Qd F Qd. The first step is to set up the proof:

1 (Vz)Pzx P
2 Pc—Qd P,Qd

Next, while we can derive Pa, Pb, Pc, Pd and so on from (Vz)Pz at line
1, a more economical choice is to replace x with c¢ since ¢ already occurs
in the proof at line 2. In addition, choosing ¢ allows for writing Pc in the
proof and this wff can be used with the conditional at line 2.

1 (Vz)Pzx P

2 Pc— Qd P, Qd

3 Pc VE 1

4 Qd S E3,2
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Next, let’s illustrate the second consideration. Consider the entailment
(Vx)Px b Pe A\ (Pd A Pe). The first step is to set up the proof:

1 (Vx)Pzx P

Notice that the wif we want to derive contains the names ¢, d, and e. This
helps guide what names we should use when using VE. Since the wif we
wish to derive is Pc A (Pd A Pe), we can use three separate instances of
VE to derive Pc, Pd, Pe and then use AI twice to derive Pc A (Pd A Pe).

1 (Vx)Pz P

2 Pec VE 1

3 Pd VE 1

4 Pe VE 1

5 PdA Pe Al 3,4

6 PcA(PdA Pe) A 2,5

In this section, we considered the use of VE in a proof. As this is an elim-
ination rule, this derivation rule allows for deriving wifs from universally
quantified. In the next section, we consider our first introduction rule:
=7

FEzercise 8.80

Focusing on VE, solve the following proofs.

. (Vx)Pzx, (V2)Qz F Pa A Qa

. (Vz)=Pzx, (VYx)Pz - =Pa A —Pb

. Lab — Sa, (Vz)(Vy)Lxy F Sa

. (Vx)(Yy)Pzy, (Vy)Pay — (V2)Qzz - Qbb
. (Vz)(Yy)(Vz)(Lzy A Syz) F Laa

—

Ot = W N

8.2.2 FExistential Introduction

The next rule we will consider allows for deriving existentially quantified
wifs. This rule is known as "existential introduction".

Definition 8.2.2: Existential Introduction (31)

From ¢(a,), an existentially quantified wff (3x)¢(z;/a,) can be
derived, where (1) ¢ < n and (2) the var x; is not in the original
¢(an), viz., x; is not a variable already bound by a quantifier.
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¢(an) - (Hx)¢(xz/an)

The idea is that if you have a non-quantified proposition that contains a
name, you can replace that name with an existentially quantified variable.

1 ¢(ap) P
2 (Jz)p(zifa,) 3

In the above example, some number n of instances of the name ‘a’ is re-
placed with instances of the existentially quantified variable ‘z’. In making
this point, it is important to note that the number of instances of the name
‘a’ that are replaced with instances of the existentially quantified variable
‘x’ is not specified. That is, the number of instances of the name ‘a’ that
are replaced with instances of the existentially quantified variable ‘x’ can
be one or more. However, there are two important things to note. First,
whatever number of instances of the name ‘a’ that are replaced with in-
stances of the existentially quantified variable ‘z’, the replacement must
be uniform. That is, if an instance of I is used to replace more than
one name, then it must be the same name. Second, whatever variable is
used to replace the name, that variable must not already be bound by a
quantifier.

Let’s consider a minimal working example (MWE) of 31.

1 Pa P
2 (Jz)Pzx Il

In the above example, there is a wif Pa and from this wif, the existentially
quantified wff (3z) Pz is derived. This is done by replacing at least one
instance of the name a with the existentially quantified variable x.

Now that we have defined 31, considered a schematic use of the rule, and
looked at a MWE, let’s consider some examples of how to use 37 in a
proof. First, let’s consider an example of its use in an English argument
and then that same argument in the formal language of predicate logic.
Consider the following argument:

P1 Rick is a zombie. Prem

¢ Therefore, someone is a zombie. 31, from 1

The above example involves reasoning from an expression involving a sen-
tence containing a name "Rick’. In order to derive the conclusion, the
name 'Rick" is replaced by a sentence that specifies a quantity of individ-
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uals that have the property of being a zombie. In this case, the sentence
is "someone is a zombie". In formal logic, our argument looks like this:

1 Zr P
2 (Jx)Zzx ar1

In the above example, the wif Zr is a wif with a name r. The 31 derivation
rule allows for deriving an existentially quantified wff (3x)Zz from this
wif Zr: where r has been replaced with x and an existential quantifier
with x is now binding the z.

There are two key conditions placed on dI. The first is that it permits
the replacement of more than one instance of a name with an existen-
tially quantified variable provided that the replacement is uniform. What
this means that if more than one name is replaced in a single use of 31,
the same name must be replaced with the same variable. For example,
consider the following proof:

1 Lbb P
2 (Jz)Lzzx ar1

Notice that the use of 41 on line 2 replaces two instances of the name
b with two instances of the existentially quantified variable z. This is
permitted since the same name b is being replaced with the same variable
z. What is not occurring is that the name b is being replaced with two
different variables, e.g., x and y, or there are two different names, e.g.,
a and b, being replaced with the same variable = in a single use of 1.
Concerning this condition, note that the condition does not require that
each name be replaced with an existentially quantified variable. Rather, it
says that if more than one name is replaced, each name must be replaced
in a uniform manner. For example, consider the following proof:

1 Lbb P
2 (Jz)Lbx a1
3 (Jx)Lxd ari

Notice that in the above example, the name b is replaced with the existen-
tially quantified variable x in two different ways. In the first instance, the
name b is replaced with the existentially quantified variable x in the first
position of the wif Lbx. In the second instance, the name b is replaced
with the existentially quantified variable x in the second position of the
wif Lxb. This is permitted since the name b is replaced with the same
variable x in both instances. This proof also illustrates that the condi-
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tion does not require that each name be replaced with an existentially
quantified variable.

To further instill understanding of this condition, consider the following
proof that contains some incorrect uses of 3I. As you read through the
proof try to identify where 31 is used incorrectly.

1 Lab P

2 Rbb P

3 (Jz)Lax ar1
4 (Jx)Lxd ar1
5 (3x)Lzx a1
6 (Jr)Rzxx I 2
7 (3x)Rzy I 2

There are two errors in the above proof. The first is located at line 5.
In using 31 at line 5, the replacement of names with variables is not
done uniformly. Notice that there are two different names, a and b, being
replaced with the same variable x. The second error is located at line 7.
In using 37 at line 7, the replacement of names with variables is also not
done uniformly. If you look at line 7, you will notice that both names,
b, are replaced with two different variables, x and y, with y being a free
variable.

Finally, the second condition placed on I is that the variable used to
replace the name must not already be bound by a quantifier. For example,
consider the following proof:

1 (Vx)Lzb P
2 (Jz)(Vz)Lxx I 1. Incorrect!
3 (Jy)(Va)Lxy I 1. Correct!

Notice that line 1 contains an quantified variable z in it. Since it contains
the quantified variable x, the rule does not permit replacing the name
b with z. Doing so would result in the case where it is unclear which
quantifier is binding the variable z in the wif (3x)(Vx)Lzz. That is, does
(Jz)(Vx)Lzx say "some loves themselves" or "everyone loves themselves'
or "someone loves everyone" or "everyone loves someone". To avoid this
ambiguity, the rule requires that the variable used to replace the name
must not already be bound by a quantifier. This is why the use of 37 at line
3 is permissible. In this case, the name b is replaced with the existentially
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quantified variable y which is not already bound by a quantifier in the wif
to which d7 is being applied.

Finally, let’s conclude this section on 31 with a general guideline on when
and how you should try to use 37 in a proof. First, as a general reminder,
much like other introduction rules, you want to consider using 31 when
you want to derive an existentially quantified wff. If the conclusion of
an argument is (Jz)Pz, then you should consider using 37 if possible.
Second, and perhaps more helpful advice, since 4 requires replacing a
name with an existentially quantified variable, another goal you may have
is to try to derive a wif that contains the name you want to replace. For
example, if you want to derive (3z) Pz, then you should try to derive a wif
that contains the name a that you want to replace. Let’s illustrate this
second suggestion with an example. Consider the setup of the following
proof

1 (Vz)(Px A Rx) P
2. Pa— Wb P, (3z)Wy

k
k+1 (Fx)Wy Il k

In examining the above proof, it would be nice if there were a wif that we
could immediately use 37 on to derive the conclusion (3z)Wy. However,
if we were to use I on line 2, we would be using it on a conditional. This
would result in a wif like (Jy)(Pa — Wy). This wif is not the conclusion
we want. What we would like then is Wb because if we had Wb on its
own, we could use 37 on it to derive (Jz)Wy. With that in mind, let’s
work backward one step in our proof.

1 (Vx)(Pz A Rx) P

2 Pa— Wb P, (3x)Wy
k Wb ?
k+1 (F2)Wy Il k

The question then is how to derive Wb. The line that stands out is line
2, the conditional Pa — Wb. Since we want to derive Wb, we will need
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Pa on its own line. We can get this wif by using VE on line 1. We can
now complete the proof as follows:

1 (Vz)(Pz A Rx) p

2 Pa— Wb P, (3x)Wy
3 Pa VE 1

4 Wb —FE23
5 (Fx)Wy dr 4

In short, once you have the idea that you would like to use 37 to derive an
existentially quantified wif, it is helpful to focus your attention on trying
to derive a wif that contains the name you want to replace. Let’s conclude
this section with one more example of this strategy for using 37. Consider
the following: (Vx)Pz, (VYy)Zy - (3z)(Px A Zx).

Since the wff that we want to derive is the existentialy quantified wif
(3z)(Px A Zz), we should try to derive a wif that contains the name a.
The question then is what wif do we want to derive to ultimately use 37
on? Let’s consider one incorrect approach:

1 (Vx)Pzx p

2 (Yy)Zy P

3 Pa VE 1

4 Zb VE 2

5 PaNZb N 3,4

In the above example, we derived PaAZb. While we can use 31 on this wif,
we cannot use 3/ on this wif to derive (3z)(Pz A Zz) since replacement
of names with variables must be uniform. Since Pa A Zb contains two
distinct names a and b, they cannot be replaced with the same variable
2. This is why the tip for thinking about which wff you would like to
ultimately use 37 on is helpful. Since we want to use 37 on a wif that
contains two instances of the same name, our initial approach in the proof
should be to derive a wif like Pa A Za or Pb A Zb. Let’s redo the proof
with this in mind:
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VI

1 (Vz)Px P

2 (Yy)Zy P

3 Pa VE 1

4 Za VE 2

5 PaAZa AN 3,4

6 (Jz)(Px A Zzx) s

In the above example, we benefited from the use of a strategy associated
with 37. Namely, if you want to derive an existentially quantified wif,
direct your attention not to the wff you want to derive, but to a wff that,
if you were to use 31 on it, would result in the wff you want to derive.

FEzercise 8.81

Focusing on 37 and, to a lesser extent VE, solve the following proofs.
1. Pa,RbtF (3z)(Pxz A RD)
2. Pa,Rbt (3z)Pz A (3x)Rzx
3. (Jr)Rx — Mc,Rat (Jz)Mx
4. Pa,Rb\ (3x)(Jy)(Pz A Ry)
5. (Vx)Lax, (3x)(Vy)Lry — Ra t (3z)Rx

8.2.8 Universal Introduction

In the previous sections, we considered the use of universal elimination
(VE) and existential introduction (3I). Universal elimination allows for
deriving a wif from a universally quantified wiff, while existential intro-
duction allows for deriving an existentially quantified wif from a wff that
contains a name. In this section and the next, we consider the introduc-
tion and elimination version of these two rules. In this section, we consider
universal introduction (VI), a rule that will, provided certain strict con-
ditions are met, allow for deriving a universally quantified wif from a wif.
Let’s begin by stating the rule.

Definition 8.2.3: Universal Introduction (V1)

Let a be any name. From a wif ¢(«; . .. a,), a universally quantified
wit (Vz)p(z1...2n/ /1 ... ay) can be derived where (1) the name
a does not occur in a wif as premise or as an assumption in an
open subproof, (2) the name « does not occur in the derived wff
(Vx)p(z1 ... 20/ 00 ... ap), and (3) where z is not a variable in ¢.
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dlag...an)F (Vo)p(zy .. xp/aq ... ap)

The above rule is rather complex so let’s consider its parts. The essence
of universal introduction is that it is a derivation rule that allows for
deriving a universally quantified wif from a wif that contains a name.
So, in essence, if there is a wif Pa, it allows for deriving a wff (Vz)Px.
However, this rule has three restrictions, viz., three situations in which VI
cannot be used. Let’s consider these three restrictions before examining
some correct uses of V1.

The first restriction on the use of VI is that the name « does not occur in
a wil as a premise or an assumption in an open subproof. In short, if the
wif Pa is in premise or an assumption, we cannot use VI to derive (Vz)Pz.
Let’s illustrate this restriction with the following English argument.

e P1: John won the lottery.
e C: Therfore, everyone won the lottery.

The above argument is clearly invalid. Just because a single individual
won the lottery does not mean that everyone won the lottery. Translating
this argument into predicate logic results in the following proof:

1 Wy P
2 (Vo)Wzx VI 1. Incorrect!

In the above example, the argument attempts to use VI to derive (Vz)Wz
from Wj. However, this is not permitted since it violates the restriction
that VI cannot be used to replace a name j that occurs in a premise.

The first restriction states that VI cannot be used on a wff that contains a
name that occurs in a premise or in an assumption in an active subproof.
In other words, if you have an active subproof where you have assumed a
wif that contains a name, you cannot use VI on any wif containing that
name until the subproof is closed. Let’s first consider an English argument
where this restriction is violated and then consider the same argument in
predicate logic.

1 | Let’s assume John won the lottery. A
2 | Therefore, everyone won the lottery. VI 1, Incorrect!
The above example is clearly invalid. It does not follow from the assump-

tion that John won the lottery that everyone won the lottery. Translating
this argument into predicate logic results in the following:
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1 | Wy A
2 | (Vo)Wz VI 1, Incorrect!

In the above example, the wif W7 is assumed at line 1. This wif contains
the name j. Since the subproof is still open, VI cannot be used on a wiff
that contains j.

Universal introduction is a rule that allows for deriving a universally quan-
tified wif from a wif that contains a name provided certain strict conditions
are met. As we saw, the first restriction on using VI is that the name «
does not occur in a wif as a premise or an assumption in an open subproof.
Let’s turn to the second restriction.

To understand this restriction, it is helpful to state when VI is used, it is
used on a wif containing a name. Again, providing certain restrictions are
met, VI can be used on a wff like Pa to derive (Vx)Pz. One way this rule
can be understood is that the name a is being replaced by a universally
quantified variable. In our example from Pa to (Vx)Pz, the name a is
being replaced by the variable x in the wif (Vz)Px. With this in mind,
the second restriction states that when using VI on a wif ¢(aq ... ay), the
name « cannot occur in the derived wif (Va)¢(z1...xn/01... ). To
put this more simply, whenever universal introduction is used on a wif
containing more than one name, replacement of a name with a variable
must be comprehensive. Even more simply, if VI were to be used on Laa
(replacing a with x), both a’s would need to be replaced. That is, (Va)Lzx
could be derived, but not (Vx)Laz. Let’s illustrate this restriction with
the following English argument.

e John loves himself.
e Therefore, everyone loves John. Incorrect!

The above argument is clearly invalid. Just because John loves himself
does not entail that everyone loves John. Translating this argument into
predicate logic results in the following:

1 Ljj
2 (Vx)Lxzj VI 1, Incorrect!

In the above example, the argument attempts to use VI to derive (Va)Lxj
from Ljj. However, this is not permitted since it violates the restriction
if VI is used and the name j is to be replaced by a universally quantified
variable x, it cannot be the case that j that occurs in the derived wif. In
short, if VI is used on a wif containing more than one name of the same
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type, that name must be completely replaced by universally quantified
variables.

We have considered two of the three restrictions on VI. The final condition
states that when using VI on a wif ¢ to derive a universally quantified wff
(Vx)¢, the variable x cannot already be found in ¢. This restriction is in
place to avoid ambiguity. Consider the following use of VI that violates
this third restriction:

1 (3x)Lza
2 (Va)(3z)Lxx VI 1, Incorrect!

Notice that the wif (3z) Lxza contains a name a but also a variable z. The
third restriction states that if VI is used on this wff, it cannot be used to
replace the name a with the variable x. This is because the variable x is
already present in the wif (3z)Lxa. This is why the use of VI at line 2 is
incorrect.

Now that we have considered the three restrictions on VI, let’s consider
some correct uses of VI. Consider the following proof:

1 (Vz)Lzx P
2 Laa VE 1
3 (Vy)Lyy VI 2

Notice that a is not in a premise or in an assumption of an open subproof
(restriction 1), each a is replaced by y in the derived wif so there are
no as in the resulting universally quantified wff (restriction 2), and y is
not already in the wif (Va)Lzx (restriction 3). Since this proof does not
violate any of the three restrictions, it is a permissible use of V1.

Before looking at additional correct uses, let’s address one possible con-
cern. Suppose we were to translate the above proof into English. Trans-
lating this argument would result in the following;:

1 Everyone loves themselves P
2 Al loves Al VE 1
3 Everyone loves themselves vI 2

One concern then is that the above argument may appear to be invalid.
How can it follow from the proposition that "Al loves Al" that "Everyone
loves themselves"? The reason why this argument is valid is that the name
a ("Al’) is arbitrarily-selected. The fact that Al loves Al is not unique to
Al, but a relation that could be applied to any item in the domain. For
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consider that we might have derived line 2 using any name b, ¢, d, and so
on. That is, could have reasoned to "Bob loves Bob", "Chris loves Chris",
"David loves David" and so on. The idea then is that if we can derived
"Al loves Al' and we could replace "Al" with any name, it follows that
"Everyone loves themselves". That is, since we can derive Laa, and a in
Laa could be any name, it follows that (Va)Lzz is true.

Let’s consider another example of a correct use of V1.

1 Raa A
2 Raa R1
3 Raa — Raa — 1 1-2

4 (Vz)(Rzzr — Raa) VI 3

In the above example, (VI) is applied to line 3 even though a is in the
assumption. Doesn’t this violate our first condition that VI cannot be
used on an assumption in an open subproof? The answer is "no" since
the assumption is closed at line 3. Since the name «a is not a name in an
assumption in an open subproof (and no other restrictions are violated),
it is permissible to use VI on Raa — Raa to derive (Vz)(Rzx — Raa).
In addition, notice that our selection of the name in tehe assumption is
arbitrary. Since any name (b, ¢, d, etc.) could have been selected, we
could have derived a conditional of the form Raa — Raa where « is
any name. S0, since we could have derived Raa — Raa, it follows that
(Vz)(Rxx — Raa).

Let’s consider another example of a correct use of VI. Consider the fol-
lowing proof:

1 (Vx)(PzcV Qx) p

2 (Vz)-Quz p

3 PacV Qa VE 1

4 —|QCL VE 2

5 Pac DS 3,4
6 (Vz)Pxc V15

Notice that the use VI at line 6 does not violate any of the restrictions.
First, a does not occur in any premise or open assumption in the proof.
While ¢ does occur in a premise at line 1, at no point is name ¢ being
replaced with a universally quantified wff. Second, there is not an a in
(Vx)Pxe. Third, the wif to which VI is being applied does not already
contain the variable .
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FEzercise 8.82

Provide proofs for the following entailments.
1. (Vz)Pz + (Vy)Py
. (Vz)(Pz A Rx) F (Vx)Px
(Vz)Pzx A (Vy)Sy F (Vz)(Px A Sz)
(Vx)(Vy) Lxy, (Vx)Lrx — (3x)(Jy) Lxy b (3x)(Jy) Lry
F (Vz)(Pz — Px)

Ot = W N

8.2.4 FEzistential Elimination

The final intelim rule we will consider is existential elimination (3F). This
rule allows for deriving a wif from an existentially quantified wff. Let’s
begin by stating the rule. HE

s B

Definition 8.2.4: Existential Elimination (3E)

Let a be any name and z be any variable. From an existentially
quantified wif (3x)¢, a wif ¥ can be derived from (Jz)¢ and a
subproof that begins with ¢(a,/x,) and ends with 1, provided (1)
the name o does not occur in any premise or in an active proof
(or subproof) prior to its arbitrary introduction in the assumption
od(an/xy) and (2) the name « does not occur in .

In other words, 3F is a rule that allows you (provided certain restrictions
are met) to derive a wif ¢ provided you have an existentially quantified
wif (3x)¢ and a subproof that begins with the assumption ¢(a/x) and
ends with 1 in that subproof. The rule has the following form:

H | Y
jHGi+1) P 3E, n, j-(j+1)

Let’s clarify this rule by highlighting several key points. First, since 3F
is an elimination rule, the rule requires an existentially quantified wff to
exist in the proof. Just as AE derives a wif ¢ or ¢ from a conjunction
¢ Ay, existential elimination involves deriving a wif ¢ from an existentially
quantified wif (3z)¢. Second, the rule requires a subproof that begins
with an assumption that is related to the existentially quantified wif.
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That is, if the existentially quantified wif is (3z)¢, the assumption must
be of the form ¢(«/z). This is an assumption where each name « has
replaced each variable x in the wif ¢. Let’s consider an illustration of this.
Suppose we have the following existentially quantified wif: (3z)(PxAQx).
The assumption that would be required for IF would be a wif of the
form (Pa A Qo) where « is any name. To illustrate further, consider the
following;:

1 (Jz)(Px A Qx) P

2 [(PbAQD) A

In the above example, the existentially quantified wff is (Jz)(Pz A Qx).
When the assumption is made at line 2, each existentially quantified vari-
able has been uniformly replaced in the wiff (Px A Qz) with the name
b.

This feature of existential elimination takes us to our first restriction on
the use of the rule. Namely, that if we wish to use F, the name « used
in the assumption ¢(a/z) must not occur in any premise or in an active
proof (or subproof) prior to its arbitrary introduction in the assumption
¢(a/x). Another popular way of putting this restriction is that the name
a must be fresh to the proof. Let’s illustrate this restriction with an
example.

1 Na P
2 Ma— Aa P
3 (Fr)Mzx P
4 M A, Incorrect if using AE later!

Let’s consider another example of an incorrect use of AE that ignores this
restriction. In this example we’ll look at an example where the name « is
used in an active subproof.

1 (32)Pzz P

2 | Pbb— Wece A

3 Pbb A

4 Wee —F 23

5 Wee dF 2, 4-5 Incorrect!

In the above example, notice that the name b is found in the assumption
of an active subproof (line 2). According to the restriction, it is not per-
missible to use AF on another subproof where b is used in the assumption.
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That is, while it is permissible to assume Pbb at line 3, it is not permissible
to use dF on a subproof where b is used in the assumption.

The second restriction on JF is that the name « used in the assump-
tion ¢(«/x) must not occur in 1. Let’s illustrate this restriction with an
example.

1 (Jz)Mz p

2 | Mb A
3 | Mb R2
4 Mb JE 1, 2-3, Incorrect!

Notice that in the above example, Mb is derived at line 3. Since b is
the name used in the assumption at line 2, it cannot be used in the
derived wff at line 4. To better see why this is the case, let’s consider an
English argument that is analogous to the above proof. Suppose you are
a detective and you have come across a corpse. You have come to the
conclusion that "someone is a murderer". As you want to solve the case,
you begin to reason as follows:

1 Someone is a murderer. P

2 | Assume Tek is a murderer. A

3 ’Eis a murderer. R2

4 Tek is a murderer. dFE1, 2-3

The reasoning performed in the above example is clearly mistaken. While
it does follow from the assumption that Tek is a murderer, that he is a
murderer, this subproof along with the proposition that "Someone is a
murderer' does not entail that Tek is a murderer. Let’s illustrate this
same point with another English argument.

1 Al is my neighbor. P
2 If Al is a murderer, then he should be arrested. P
3 Someone is a murderer. P
4 | Assume Al is the murderer. A
5 ’Eerefore, Al should be arrested. —FE2 4
6 Al should be arrested. dF 3, 4-5

There are at least two problems with the above proof. First, it violates
the first restriction that when using JF, the name used in the assumption
should not be found in a premise. This violation occurs at line 4. Second,
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it violates the second restriction that the name used in the assumption
(at line 4) should not be found in the wif derived from the subproof. This
violation occurs at line 6.

At this point, the rule for 3F has been defined and various restrictions
on its use have been clarified. To conclude this section, let’s consider

proofs where JF is used correctly. First, consider the following entailment:
(Jx)Pzx - (Jy) Py.

1 (Jx)Pzx P

2 | Pa A
3 | (3y)Py I, 2
4 (Jy)Py JE 1, 2-3

Notice that the above proof (while trivial) does not violate any of the
restrictions on 3F. The name a that is assumed at line 2 is not found in
any premise or in an active subproof prior to its arbitrary introduction
in the assumption at line 2. In addition, the name a is not found in the
derived wif at line 4.

Next, let’s consider a slight variation on the prior proof. In this example,
let’s provide a proof for (3x)Pz - (3z)(Px V Qx).

1 (Jx)Pzx P

2 | Pa A

3 | PaVQa VI 2

4 | (3z)(PzV Q) ir3

5 (Jz)(PzV Q) JE 1, 34

Again, notice that none of the restrictions have been violated. The name
a is not found in any premise or in an active subproof prior to its arbitrary
introduction in the assumption at line 2. In addition, the name a is not
found in the derived wif at line 5.

Finally, let’s consider a proof containing wffs where there are names in
the premises of the proof but where we avoid violating any of the restric-
tions on JE. That is, let’s consider a proof for the following entailment:
Ra, (3z)(Pz A Rzx) + (3z)Px.
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1 Ra P
(3x)(Px A Rx) P

[\

3 | PbARD A

4 | Pb ANE 3

5 | (3x)Px ar 4

6 (Jx)Px JE 2, 3-5

Notice that in the above proof, there is a name a in the premise at line
1. Because this name is present, it is necessary to use a name other than
a in our assumption at line 3. For this reason, the name b is chosen
(although we could have, in this proof, selected any name other than a,
e.g., ¢, d, etc.). Since b this name is not found in any premise or in an
active subproof prior to its arbitrary introduction in the assumption at
line 3 and because the name b is not found in the derived wiff at line 6,
none of the restrictions on dF have been violated.

FExercise 8.83

Provide proofs for the following entailments.
1. (3z)Lxx + (Jy)Lyy
2. (3z)Lzz F (Jy)(3z)Lry
3. (Vz)Lax, (3x)Pz + (3y)Py
4. Pa,Pa — (F2)Qz F (Jy)Qy
5. (3z)(Bx — Mx), (Vx)(Mz — Dzc) + (3z)(Bx — Dxc)

8.3 QUANTIFIER NEGATION

In addition to the four introduction and elimination rules for quantified
propositions, we will add one final rule. The final rule to our deduc-
tive apparatus is an equivalence rule (or rule of replacement). This rule,
known as "Quantifier Negation", allows us to replace negated quantified
subformulas with non-negated quantified subformulas, and vice versa.

However, before we define this rule, let’s consider two proofs. First, we
will prove that —(Vx)Px F (3z)—Pz.
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QN

1 —(Yx)Px P

2 | -(3x)Px A

3 -Pa A

4 (3z)Px I3

5 —(3x)Pz R 2

6 |Pa -F 3-5
7 | (3z)Px 16

8 | —(3x)Px R 2

9 (Jz)-Prx -F 2-8

In our second proof, we will show that (3z)-Px F —(Vx)Pz.

1 (Jx)-Px p

2 -Pa A

3 (Vz)Px A

4 Pa VE 3

5 -Pa R2

6 | —(Vz)Px -1 3-5

7 —(Vx)Pz JE 1, 2-6

Our two proofs collectively show that —(Vz)Pz and (Jz)—-Pz are inter-
derivable. More generally, they indicate that any wff of the form —(Vx)¢p
is interderivable with (3z)—¢. With this in mind, we can define the rule
of replacement QN as follows:

Definition 8.3.1: Quantifier Negation (QN)

—(Vz)o "+ (3x)—¢
—(3x)¢ 4+ (Vx)—¢p

\.

The earlier two proofs showed that QN is not strictly necessary (the proof
of the second version of QN is left as an exercise). That is, any proof
making use of QN can be solved without it. The second version of QN is
proved in a similar manner. Our addition to our proof system is largely
due to two reasons. The first reason is one of economy. Proofs involving
QN are commonplace and we would like not to have to repeat these steps
each time we want to prove this entailment. Instead, we can use the rule
of replacement QN to derive this entailment more efficiently. Second, QN
is a natural rule of replacement. That is, it is a rule that is intuitive and
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easy to understand. That is, since "It is not the case that everyone is
a person’ is equivalent to "There is someone who is not a person', it is
natural to allow for the replacement of one with the other.

Let’s conclude this section by considering a few proofs that makes use
of QN. Consider the following entailment: First, let’s revisit an earlier
proof we completed in this section, but this time, let’s make use of QN.
Consider the proof of the following entailment: —(Vz)Px - (3x)-Pz.

1 —(Vx)Px P

2 (Jz)-Pzx QN 1
Notice that QN is applied to the wif —(Vz)Px at line 2. Since QN is an
equivalence rule, we could use QNN on line 2 of the above proof to derive
—(Vx)Px.

1 —(Vz)Px P

2 (Jz)-Pzx QN 1

3 —(Vx)Px QN 2
Since (QN) is a rule of replacement, it can be applied to subformula of
wifs. For example, consider the following proof:

1 —(Vz)Pr — Pa P

2 (Jz)-Pz — Pa QN 1
Notice that while line 1 is a conditional, it is permissible to use QN
to 'replace" or "swap" —(Vx)Pz with (3z)-Pxz. Let’s consider another
example where QN is used on a subformula. Consider the following wif:

1 =(Vz)=(3y)Rry p

Notice that the premise, with its negations and quantifiers, is somewhat
difficult to read. We can simplify this premise by applying QN and DN
until we obtain a more manageable wif.

1 —(Vx)=(Jy)Rxy P

2 (Jx)-—~(3y)Rzxy QN 1

3 (3z)(Jy)Rzxy DN 2
Notice that the above proof makes use of QN and DN to simplify the
premise. The first step in the proof applies QN to the wif =(Vx)—(Jy) Rxy

to derive (Jz)—=—(3Jy)Rxy. The second step applies DN to the wif at line
2 to derive the much simpler to read (3z)(3y)Rzy.
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FExercise 8.84

Prove the following entailments.

306

1.

—_

PPEISRE PP

(3z)-Px,~(Vz)Lzxx - —~(Vx)Pz A (3x)-Lzx
(Vz)Prx — () Rz, (Vz)-Rzx - (Iz)-Pxx
(Vz)-(3y)Pxy — (Vx)Zz, (Vo)(Vy)-~Pzy - (Vz)Zx

J

(3x)(Jy) Pxy, (Vx)(Vy)—-Pzy — (V2)Zz F (V2)Zz
—(Vx)Pz - (3z)(=Px V Zx)
(3z)Pzx — (Vz)(Pz — Px)
(Vz)(Vy)(Lzy — (Pz — Lay))
Vx)(Vy) Lxy, (Vx)Lrx — (3x)(Jy) Lxy F (3x)(Jy) Lxy
Vx)(Pxx — Pzx) — (Jx)Mz - (3z)(Mxz A Mx)
—(3x) Pz 4+ (Vx)- Pz without using QN

T T

—~



Part IV

Back Matter: Solutions, Etc.
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NOTES

CHAPTER 5 — PL DERIVATIONS

1. According to Copi[l, p. 30] it is cumbersome to establish the validity of an
argumetn with more than two propositional leters using truth tables.He contends
that a "more convenient method of establishing the validity of some arguments
is to deduce their conclusions from their premises by a sequence of shorter, more
elementary arguments already known to be valid."
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SOLUTIONS TO EXERCISES

Solution 1.1

1. Be a yardstick of quality. (Not a Proposition)

3. How may I help you? (Not a proposition)

5. In a fixed rate par bond, the issuer issues the bond at par value.
(Proposition)

Solution 1.2

1. God does not exist. (This is debatable. If you think that the sen-
tence can be true or false, then it expresses a proposition. If you
think that sentences about God are meaningless, then it does not
express a proposition. Given our definition of a proposition, it does
not matter whether no one "knows" whether it is true or false.)

3. You are beautiful. (This is debatable. If you think that the sentence
can be true or false, then it expresses a proposition. If you think that
sentences about beauty are meaningless, then it does not express a
proposition.)

Solution 1.3

1. Argument. Notice the use of the argument indicator "Therefore",
which signifies the conclusion of the argument.

3. Not explicitly an argument. All three of the sentences are proposi-
tions, but it is not clear that the third proposition is the conclusion.

Solution 1./

1. Invalid. Imagine two people: Tek and Liz. If Tek is friendly but Liz
is not, then the premise of the argument is true, but the conclusion
is false. This would mean it is possible for the premise to be true
and the conclusion false. And so, the argument would be invalid.

3. Valid. There is no possible scenario where the premises are true and
the conclusion is false. Note that an argument may be valid even
though it has false premises.

313



Solution 1.6

1. An argument is sound if and only if (1) the argument is valid and
(2) all of the premises in the argument are true.

3. No. If an argument is sound argument, then all of the premises in
the argument are true. So, a sound argument cannot have at least
one premise.

Solution 1.7

1. Valid.
3. Invalid. It is possible for a person to have no good reason for thinking
God exists and yet God exists.

Solution 2.9

1. P is a propositional letter

3. A is an operator

5. (is a left parenthesis
Solution 2.10

1. Ais a wif by Rule 1. Therefore, =(A) is a wff by Rule 2.

3. A and B are wifs by Rule 1. Since B is a wif, =(B) is a wff by Rule

2. Since A and —(B) are wifs, (A A =(B)) is a wif by Rule 3.

Solution 2.11

1. P is an atomic wff, a literal wff, but not a complex wif.
3. (P AQ) is a complex wif, but not an atomic wif or a literal wif.

Solution 2.12
1. The proper parts of (P — @) are P and ). The subformulas of
(P — Q) are (P — @), P, and Q.
3. The proper parts of =((P A Q)) are P, @, and (P A Q). The subfor-
mulas of =((P A Q)) are all of the proper parts and =((P A Q)).
Solution 2.14
1. The scope of A is (P A Q).
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3. The scope of the leftmost — is =(—(P)). The scope of the rightmost
- is =(P)

Solution 2.15

1. The main operator of —(P) is —.
3. The main operator of (PV (Q A R)) is V.
5. The main operator of (=(—=(M)) V R) is V

Solution 2.16

Solution 2.17

A is an atomic wif.

(A A B) is a conjunction.

(A — B) is a conditional.

—(—(A)) is a negation of a negation. A double negation.
—(AV B) is a negated disjunction.

© N ot

Solution 2.18

1. Q
3. ——P

Solution 2.19

(A) =T
(—(4) =F
(AAB)) =

S <

1.
3.
d. F

<
>

Solution 2.20

L. v(=(P)=T
3. v(PAQ)=T
5 v( P+~ Q)=T
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Solution 2.21

Here is a hint on how to create your own operator. First, create a truth
function. Consider how many truth values it takes as input and what its
truth value is as output given its input. Finally, create a symbol for your
operator and define it using your truth function.

Solution 2.23

1. J
3. J—>M
5 JVM

Solution 2.24

1. (RANT)ANL

3. "RA-T or =(RVT)

5. (TVL)AN=(TANL)
Solution 2.25

1. (PANW)A-L

3. “-W A=Bor =(WVB)
Solution 2.26

1. (HANT)AS

3. ~HA-T

Solution 3.28

-P—>RisF

ﬂ(ﬂP S ) is F

PA-RisT.

10. Hint: Consider both rows where the antecedent of the conditional
is false.

W
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Solution 3.29

1. Truth table for P — —R
P R|P - - R
T T\T F F T
T F\T T T F
rFT\F T F T
Frr\F T T F

3. Truth table for =—(P < R)V Z
P R Z|- - (P < R) VvV Z
T T T|\T F T T T T T
T T F\T F T T T TF
T rT\FT T F F T T
T r F\F T T F F F F
r T T\FT F F T T T
T F\F T F F T FF
rFrT\r rr T F TT
rr FP\T F FP T FTF

Solution 3.30

1. =P — —P is a contingency. There is at least one T and at least one F
under the main operator.

P|- P - - P

T\F T T F T

F\T F T T F

3. P < —R is a contingency. There is at least one T and at least one F
under the main operator.

P R|P &+ - R
T T|T F F T
T F|T T T F
FT|FT FT
F F|F F T F

Solution 3.51

1. P,Q is consistent. There is at least one row where P, ) are both true.
We can show this by simply setting up the truth table.
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@, P A Q is consistent. There is at least one row where both wifs

P Q

T T

T F

F T

F F

3. PV

are true.

P QP VvV Q P AN Q
T T |\T T T T T T
T F|\T T F T F F
F T|\F T T F F F
F F|F F F F F F

Solution 3.32

1.

If " consists of a single wif ¢, then I is consistent if and only if ¢ is a
PL-contingency or PL-tautology. This is because if ¢ is a tautology,
¢ is true under every interpretation and so it is true under at least
one interpretation. If ¢ is a PL-contingency, then ¢ is true under at
least one interpretation. However, if ¢ is a PL-contradiction, then
¢ is false under every interpretation and so it is not true under at
least one interpretation.

. Let’s first show that if ¢ A1) is a contradiction, then {¢, 1} is incon-

sistent. If ¢ A 1 is a contradiction, then ¢ A ¢ is false under every
interpretation. This means that there is no interpretation where
both ¢ and ¥ are true. If there is no interpretation where ¢ and
are true, then {¢, ¥} is inconsistent. Second, let’s show that if {¢, ¢}
is inconsistent, then ¢ A ¢ is a contradiction. If {¢,} is inconsis-
tent, then there is no interpretation where both ¢ and v are true. If
there is no interpretation where both ¢ and v are true, then ¢ A ¥
is false under every interpretation. Therefore it is a contradiction.

Solution 3.33

1. P, @ are not equivalent. We can see this simply by setting up the table.
Notice that there is at least one row where P and ) do not have the same
truth value.

MmN N
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3. P, PV P are equivalent. Alternatively, we can say that the set contain-
ing these wifs is equivalent: {P, PV P}.

plPp PV P

T|T T T T

F|F F F F

Solution 3.34

1. If T’ consists of a single wif ¢, then I' is equivalent if and only if for
each intepretation .#, ¢ has the same truth value as ¢. Since for
each interpretation of ¢, ¢ has the same truth value as ¢, it follows
that a set I' consisting of a single wif ¢ is equivalent.

3. If ¢ and v are equivalent, then there is no interpretation where ¢
and v have different truth values. A wif ¢ <> 1 is false just in the
case where ¢ and ¢ have different truth values. Since there is no
interpretation where ¢ and 1 have different truth values, it follows
that ¢ < 1 is a tautology.

Solution 3.35
1. P [= P since there is no row where P is T and P is F.

PP

T|T

F|T

3. PAQ [ P since there is no row where P A Q is T and P is F.
P QP AN QE P

T T|T T T T

T F|T F F T

F T|F F T F

F F|F F F F

Solution 3.36

1. JV M,-M |= —J is not the case since there is a row where JV M and
—M are T and —J is F: Row 2.

| ~

NSNS
M N T NE
NN NS
HNeNN<
mMN T NE
NN N
M N NE
NN N Y
NN NS
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Solution 3.37

1. PAQ E P but notice that P = P A @ is not the case.

3. If I is inconsistent, then there is no single interpretation where all
of its members are true. If that is the case, then for any wif ¢, there
is no interpretation where all of the members of I" are true and ¢ is
false. Therefore, I' = ¢.

Solution 4.41

1. A,AN-B
1. A P
2. AA-Bv P
3. A IAD
4, -B IAD

3. =AANB,PV-Q

1. -AANB VYV P
2. PVvV-Q Vv P
3. -A 1AD
4. B 1AD
5. P -Q 2vD

5. (A — B),~(A <+ B)

1. —=(A-B)v P

2. (A< B) v P

3. A 1-— D

4. -B 1-—D
/N

5. A -A 22— D

6. -B B 2= — D

Solution 4.42

1. AN (AN B)
1 AN(RANB) VvV P
2. A 1IAD
3. -~AANB IAD
4 -A 3AD
5 B 3AD
®
4,2
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3. ANB,~(A— B)

1 ANB YV P

2 “(A—B) Vv p

3. A 1AD

4. B 1AD

5 A 27— D

6 -B 22— D
®

46

Solution 4.43
1. PVQ,AN-A,B—C

1 PvQ v P

2 AN-AV P

3. B—-CV P

4 A 2AD

5 -A 2AD
®

4,5

3. AN-B,B,C - Q

1 AN-B Vv P

2. B P

3. C—->QVv P

4 A 1AD

5 -B 1AD
&
2,5

Solution 4.44

1. PA=P

1. PA-PV P

2. P 1AD

3. -P 1AND
®

2,3

3. PANQ,QAR. Since there is a completed open branch, an interpretation
that would make each wif in the branch true is #(P) = T,.7(Q) =
T,7(R)=T.
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1. PAQv P
2. QARv P
3. P 1AD
4. Q 1AD
5. Q 2AD
6. R 2AD

Solution 4.45

1. P,—P. The set is inconsistent.
1. P P
-P P

®
1,2

3. P — @, P,~Q. The set is inconsistent.

. P-Qv P

2. P P

3. -Q P
N

4. =P Q 1— D
& &
24 35

5. ==(PVQ),PV Q. The set is consistent.

1. ~~(PVQ) vV P
2. PVQV P
3. PVQ 1--D
/\
4. P Q 2vD
VA NEEVAN

5, P Q P Q 3VD

Solution 4.46

1. P A =P is a contradiction.
1. PA—-P YV P

2. P 1AND
3. -P 1AND
&
2,3

3. P — P is a tautology. To test this using the truth-tree method, we
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test whether —(P — P) yields a closed or open tree. Since it yields a
closed tree, there is no interpretation where —(P — P) is true. That is,
—(P — P) is false under every interpretation. Since —(P — P) is false
under every interpretation, (P — P) is true under every interpretation.
1. -(P—P) Vv P

2. P 1-— D
3. P 1-—= D
&
2,3

5. PA(Q — P) is a contingency. The first tree shows it is not a contra-
diction. The second shows it is not a tautology.

1. PAQ—=P) v P

2. P 1AD

3. Q—>PV 1AND

4. -Q P 3—=D

1. -(PAN(Q— P)) v P

2. -P —(Q—P)V 1-AD
3. Q 2—D
4. =P 2—D

Solution 4.47

1. P — @Q,—~P A Q are not equivalent.
1. “((P—=Q)« (-PANQ)) YV p

T

2. P—-@Q ~(P—Q) 1=+ D
3. “(-PAQ) —-PAQ 1=+ D
4. ——P P 3-AD;2-AD
5. Q Q 3-AD;2-AD
NN
6 P Q P Q 2D
QK Q& X &
46 56 46 56

)

3. P— Q,—PV —(Q are not equivalent.
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A
2. P—Q -(P— Q)
3. (=PV-Q) -PV-Q
4. - P P
5, ﬂ_\Q ﬁQ
6. Q
N
& -P —Q
4.6 ®

Solution 4.48

1.PAQEQ

1. PAQv P

2. P P

3. -Q P
N

4 P Q LAD
® ®

24 34

2 B P

3 —-A P

4. A B 1—D
& ®

24 34

5. (AAB) = C, A C
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1. (ANB)>Cv P

2. A p

3. C P

4 —~(AAB) C 1D
AL ®

5., -A - A~ AD

®
2,5

Solution 5.49

1. -P-P—Z+Z
1 =P P

2 -P—Z P Z

3. P,Q,R+(PAQ)AR

1 P P
2 @ P
3 R P, (PANQ)AR

Solution 5.50
1. PQ,R,SEPAS

1 P P
2 @ P
3 R P
4 S P

5 PAS AN 1,4

3. PN(RAM)FR
1 PAN(RAM) P
2 RAM AE 1
3 R AE 2

5. PAR,~ZAN-WFPA-W
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1 PAR P

2 L N-W P

3 P AE 1
4 W AE 2
5 PAN-W A 3,4

Solution 5.51
1. P>Q,PFQ

1 P—>Q P
2 P P
3 Q —FE1,2

3. (AAB) = C,A,BF C
1 (AANB)—=C P

2 A P

3 B P

4 AANB AN 2,3
5 C —-FE1,4

5. R 2,7 W, RAMFWAM
\ R»Z P

2 Z—-W P
3 RAM P

4 R AE 3
5 4 —FE 1,4
6 W —FE25
7T M AE 3

s WAM Nl 6, 8

Solution 5.52

1. PNRFZ—= P
1 PAR P

2 A A
3 P AE 1
4 P — 1 2-3
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3. RER—R

1 R P
2 | R A
3 |RAR A 1,2
4 R AE 3

R— R — 124

ot

5. PQFP—Q

1 P P

2 Q Q

3 | P A

4 |PAQ A 1,2
5 |Q AE 3

6 P—Q —~ 135

Solution 5.53

1. P>Z P-PANZ

1 P—>Z P

2 P P

3 7 —F 12
4 PNZ N 2,3

3. PFR— P
1 P P

2 | R A
3 P R1
4 R—P —11-3
5. (RVF)—»Z MANRVF)FMAZ

1 (RVF)—Z P
2 MA(RVF) P

3 M AE 2

4 RVF ANE 2

5 4 —FE14
6 MANZ Al 3,5
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Solution 5.54

1. PN\-PFR
1 PA=P P
2 |R A
3 P AE 1
4 | 0P AE 1
5 R -1 2-4
3. L,-~LF—-——M
1 L P
2 —L P
3 | M A
4 L R1
5 -L R 2

6 ———M -1 3-5

Solution 5.55

1. AHAvV-B

1 A P

2 AV -B Vi1
3. AB-AVB

1 A P

2 B P

3 AVB V2!
5 -AVB,-A—-S B—SES

1 AV B P

2 “A— S P

3 B—>S P

4 | DA A

-l L E24 7. PVQ,-QFP
6 |B A

7 |8 —FE 3,6

8 S VE 1, 4-5, 6-7

e Hint 1: Start by assuming —P. In making this assumption, the goal
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is to derive P using —F.
e Hint 2: After you have assumed —P, consider using VE. This will
require you to make two subproofs, one for P and one for Q).

Solution 5.56

1. (PAQ) < R, P.QF R
1 (PAQ)< R P

2 P P

3 Q P

4 PANQ AN 2.3

5 R ~F1,4

3. (PV-M) < R, P« (WVL),LFR

1 (PV-M) <« R P

2 P+ (WVL) P

3 L P

4 WVL VI 3

5 P ~F2 4
6 PVv-M V15

7 R < FE 16

Solution 5.57

1.ZANBANFE),(MAT)N(L— P),QAN(RAP)F=-RV(SVT)
1 ZAN(BAF) P

2 (MANT)AN(L— P) P

3 QA(RAP) P

4 MAT AE 2
5 T AE 4
6 SVT VI 5
7 "RV (SVT) VI 6
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1 (ZAQ)AN(FAL) p

2 RAP P
3 WAB P

3. (ZNQ)AN(FAL), RAP,WABF (ZVT)V(M - R) 4 ZAQ AE 1
5 Z AE 4
6 ZVT VI 5

7 (ZVT)V(M —=R) VIG6

1 MANRN-Z) P
2 SA(PAW) p
3 @ P
4 |S A
5. MA(RA=Z),SA(PAW),Q = (S < Q)VIMA(RAZ)] 5 |Q R3
6 |Q A
7 | S ANE 2
8 S+ Q 1

9 (S Q) VIMAMRAZ)] VIS

Solution 5.58
1. P> Q,-QF-P

1 P—=Q P
2 —|Q P
3 —P MT 1,2

3. ~«(PVR)F~PA-R
1 ~«(PVR) P
2 ~PA-R  DeM 1

5. (APAL) = —Q, (MAT)A(~RAL), (MA-R) — (ZA-P) F ~QV (A
B)
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10

11

12

13

14

(-PAL)— —=Q
(MAT)N(-RAL)
(M AN=R) — (ZN—P)
MAT

—“RAL

M

-R

M AN-R

Z NP

-P

L

-“PAL

-Q

-QV (A <+ B)

Solution 5.59
L. (RANT)V-W,SA—-——=WHEFRAT

1

(RAT)V-W P

P

P

P

ANE 2
ANE 2
AE 4
ANE'5

N 6,7
—F 3,8
AE 9
ANE 5
AL 11,12
—~ F 1,13
VI 14

2 SA--W P

3 =W ANE 2

4 RAT DS 1,3
3. (RANT)— -W,M - (RAT),~-W = (SAR) M — (SAR)

1 (RAT)— —-W P

o M — (RAT) P

3 W= (SAR) P

4 | M A

5 RAT —F 24

6 -W —FE1,4

7 |SAR —FE 3,5

8 M— (SAR) — 116

5. Hint: Consider using — I.
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Solution 5.60

1. (=P = Q) F P — -—Q
| (P —>Q) P

2 —|—|(P — Q) DN 1
3 (P—=Q) DN 2
4 P —Q DN 3

3.5 =-QF-5V-Q
1 S—>ﬂQ P
2 =—SV-Q IMP1

5. 2(PVR)— (=ZV-W),~PA-RF—~(ZAW)
1 °(PVR)— (mZV-W) P

2 -PA-R P

3 =(PVR) DeM 2
4 —ZV W S E1,3
5 ~(ZAW) DeM 4

Solution 5.61

1. PAN-Q,TVQHET
1 PA-Q P
2 TVQ P

3 —Q AE 1

4 T DS 3,4
3. A-C,ANDFEC

1 A—=C P

2 AAND P

3 A AE 2

4 C —-F1,3

5. A B— (BAA)

1 A P
2 B A
3 |BANA AN 1,2

4 B— (BANA) — 123
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Solution 5.62
1. S<+D)—=T,P+-~ (SAD),P+T

1 (S D)—»T P

2 P+ (SAD) P

3 P P

4 SAND —~ F 3,2
5 |8 A

6 D AE 4

7 | D A

g8 | S AE 4

9 S D < I 5-8

w0 T —-FE1,9

1 B—~(SVT) P

2 —(AV-B) p
3 AS—=>W P
4 —AN--B DeM 1
3. B s ~(SVT), ~(Av-B),-S swrw ° B NEA
6 B DN 5
7 2(SVvT) —FE1,6
8§ SA-T DeM 7
9 S ANE 8
10 W —FE3,9
1 =(AAB) P
2 B P
3 (FAVS)—~(DAT) P
4 -AV-B DeM 1
5. ~(AAB), B, (=AVS) = ~(DAT) F -DV-T 5 ——B DN 2
6 —A DS 4,5
7 DAV S VI 6
g ~(DAT) S E3,7
9 —~DV-T DeM 8
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Solution 5.63

1. 2 (AV[~(B— R)V-(C —=R)])," A+~ (BVC)FR
1 2 (AV[~(B— R)V—(C — R)]) p

2 mA+ (BVv(O) P

3 "AAN-[~(B— R)V—(C— R) DeM 1

4 —A AE 3

5 —[7(B— R)V~-(C — R)] NE 3

6 (B — R)AN—-—(C = R) DeM 5

7 —|—\(B — R) ANE 6

8 ——(C — R) AE 6

9 B—R DN 7

10 C—R DN 8

11 BvC —~FE2 4
12 | B A

13 | R — F 9,12
u |[C A

15 | R — F 10, 12
16 R VE 11, 12-15

3. AVB,RV—~(SVM),A—- S B—-MFR

1 AVB P

2 RV~—(SVM) P

3 A= S P

4 B—>M P

5 | R A

6 | (SVM) DS 2,5
7 S A M DeM 6
g | S AE T

9 -M AE 7

10 -B MT 4,9
11 | A DS 1,10
12 -A MT 3,8
13 R -F 5-12
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5 Ak ﬂ(ﬂA A —|B)
1 A
2 ——A
3 ——AV--B
1 —(=AA-B)

Solution 5.64
1.FP—>P

1 P A
2 P R1

P

DN 1
VI 2
DeM 3

3 P—P — 1 1-2

3. F=(PA-P)
1 P AN—-P
2 P
3 -P
4 =(PA-P)

A

ANE 1
ANE 1
-1 1-3

5.+ A— —~(BA-B)

LA
2 (B N-B)
3 B

4 -B

5 | (BA-B)

ANE 2
ANE 2
-1 2-4

6 A— —=(BA-B) —I1-5

7. R A= (AV-A)

LA
2 —|(A V —\A)
3 —AN——A
4 -A

5 -—A

6 |AV-A

7 A— (AV-A)

DelM 2
AE 3
AE 3
-1 2-5
—11-6
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Solution 6.65

1. a is a name.
3. g is a name.
5. x is a variable.

Solution 6.66

1. Rais a wif (rule 1). Paa is a wff (rule 1). (Ra A Paa) is a wif (rule
3).

3. Zz is a wif (rule 1). (3z)(Zz) is a wif (rule 4).

5. Pzx is a wif (rule 1). (Vz)(Pzxx) is a wif (rule 4). =(((Vz)(Pzx)))
(rule4). Zzisawif (rule 1). (3x)(Zx) isa wif (rule4). (=((Vx)(Pzz))A
(3x)(Zx)) is a wil (rule 3).

Solution 6.67
1. Fbis a literal wif.
3. =(—(Fb)) is not a literal wif.
5. Fb A Fqis not a literal wif.

Solution 6.68

1. The scope of (Vz)Px is (Vz)Px
3. The scope of (Fz)-Rx is (Fz)-Rx

Solution 6.69
1. (Vx)
3. A
5. =
Solution 6.70

1. z is bound in Rz

3. z is bound in Mz and Rx

5. w is bound in Vz but z is free in Lx
Solution 6.71

1. Open. x is free.
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3. Closed
5. Closed

Solution 6.72
1. Let the domain refer to the set that includes both Jon and Liz. Let
"Jon" refer to Jon and "Liz" refer to Liz. Let "loves" refer to the set

of ordered pairs (Jon, Liz) and (Liz, Jon).

Solution 6.73

1. v(Ha) =T
3. v((Vx)Hz) =T
5. v((HaNHb)NHc) =T

Solution 6.74

. (Vz)(EFx — Nz)is T
. (Vz)(Ez — -Ox) is T.
- (V)

J Ot W =

Vr)Gzxx is F.
Solution 6.76

Everyone is friendly.

All ghosts are friendly.

It is not the case that all ghosts are friendly.
Everyone is either friendly or a ghost.

Nt =

Solution 6.77

Everyone is poor.

Everyone is poor and everyone is lazy.
No poor people are lazy.

Someone is poor.

Nt =

Solution 6.78

1. Everyone loves Bob.
3. No one who loves Bob hates Sally.
5. If Bob loves Sally and Bob hates someone, then Bob loves Sally.
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Solution 6.79

1. Involving presence. "Criminals are bad" is ambiguous between "all
criminals are bad" and "some criminals are bad". The former can be
translated as (Vz)(Cx — Bzx) while the latter can be translated as
(3z)(Cz N Bz).

3. Involving presence and involving scope. "Smokers are not bad' is
ambiguous between "all smokers are not bad" and "some smokers
are not bad". The former is additionally ambiguous between "it is
not the case that all smokers are bad" and "no smokers are bad".
The first sentence can be translated as —(Vx)(Sz — Bx) while the
second can be translated as (Vz)(Sx — —Bx). On the other hand,
"some smokers are not bad" can be translated as (3z)(Sx A =Bx).

Solution 8.80
1. (Vz)Pzx,(V2)Qz F Pa A Qa

1 (Vx)Pzx P

2 (V2)Qz P

3 Pa VE1 3. Lab— Sa,(Vz)(Vy)Lzy b Sa
4 Qa VE 2

5 PaAnQa AN 3,4

1 Lab— Sa P

2 (Va)(Vy)Lzy p

3 (Vy)Lay VE 2

4 Lab VE 3

5 Sa —FE14

Solution 8.81
1. Pa, Rbt (3x)(Px N Rb)

1 Pa P
2 Rb P

3. (3z)Rx — Mec, Rat- (3x)Mx
3 PaARb A1, 2

o~

(3x)(Px A Rb) dI 3
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1 (3z)Rx - Mc P

2 Ra P

3 (Fr)Rx a7 2

4 Me S E1,3
5 (Jz)Mzx ar 4

Solution 8.82
1. (Vz)Px - (Yy)Py

1 (Vx)Pzx p
2 Pa VE 1
3 (Vy)Py VI 2

3. (Yx)Pz A (Vy)Sy - (Vz)(Pz A Sx)

1 (Vz)Px A (Yy)Sy P

2 (Vx)Pzx NE 1
3 Pa VE 2
4 (Vy)Sy AE 1
5 Sa VE 4
6 PaANSa AN 3,5
7 (Va)(Pz A Sz) VI 6

Solution 8.83
1. (3z)Lzx - (3y)Lyy

1 (Jz)Lzxx

3. (Vz)Laz, (3x)Px - (Jy)Py
3 (EIy)Lyy I 2 (Vo) (G) Gy)
4 (Jy)Lyy JE 1, 2-3

1 (V )La,x p

4 (EIy)Py ir3
5 (Jy)Py JE 2, 3-4

339



Solution 8.84
1. (3z)— Pz, ~(Vx)Lzx F —(Vx)Px A (3z)- Lz

1 (Jz)-Px p
2 —(Vz)Lxx P
3 —(Vx)Px QN 1
4 (Jz)-Lzxx QN 2

5 —(Vx)Pz A (3x)-Lax N 4,5
3. (Vx)=(Jy)Pry — (Vx)Zz, (Vx)(Vy)-Pzy - (Vz)Zx

1 (Vo)-(3y)Pry — (Vo) Zx P

2 (Vx)(Vy)-Pzy P

3 (Va)-(3Jy)Pzy QN 2

4 (Yo)Zx —E1,3
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